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Introduction

Convolution semi-groups of probability measures are among the most important objects of classical
probability theory. On the one hand, they turn out to be classified by their infinitesimal generators.
On the other hand, they classify themselves all stochastic processes with stationary and independent
increments (or ‘white noises’) up to stochastic equivalence. In other words, it is possible to classify
white noises by giving a formula for all infinitesimal generators. In the case of processes on the real
line (or, more generally, on Rn) this is the contents of the famous Lévy–Khintchine formula for the
logarithm of the Fourier transform of an infinitely divisible probability measure. This formula has
been generalized to locally compact groups, basically in two ways. There is Hunt’s formula [13] for the
infinitesimal generators of convolution semi-groups of probability measures on an arbitrary Lie group
(cf. also von Waldenfels [34]). In the other direction of generalization there is a formula for the
logarithm of an infinitely divisible positive definite function on a (not necessarily commutative) locally
compact group (see Araki [4], Guichardet [11], Parthasarathy, Schmidt [20], and Streater
[30]).

• • •
We quickly recall the quantum stochastic generalizations of these notions. One dualizes the notion

of a probability space (Ω,F , µ) by introducing a pair (A, ϕµ) consisting of a (commutative) ∗–algebra
A of certain integrable functions on Ω and a state ϕµ on A given by ϕµ(f) =

∫
f(p)µ(dp). A quantum

probability space is a pair (A, ϕ) where the algebra A is allowed to be non-commutative.
If the probability space Ω is also a compact group (with F being the Borel sets) and A the

coefficient algebra of Ω, then A has a natural Hopf ∗–algebra structure, where the comultiplication
∆ : A → A ⊗ A is defined by [∆(f)](x, y) = f(xy) for x, y ∈ Ω, and the counit δ : A → C is
given by δ(f) = f(I) with I being the idenity of Ω and the antipode S : A → A is defined by
[S(f)](x) = f(x−1). (Cf. Section 5.4 of these notes where we make this explicit for SU(2). See also
the preliminaries in Chapter 1.) Consequently, a (not necessarily commutative) Hopf ∗–algebra is
a candidate for a compact quantum group. We emphasize that in the literature, in general, more
structure is required for a quantum group. However, in all cases a quantum group is a Hopf ∗–
algebra. If Ω is only a semi-group, then the antipode is missing and one obtains only a ∗–bialgebra.
If Ω is only locally compact (for instance the real line), we may choose the C∗–algebra of continuous
bounded functions on Ω (or, even more generally, the ∗–algebra of bounded measurable functions).
It is still possible to define a ‘comultiplication’ ∆ in the stated way. However, we want to emphazise
that this ∆ is not the comultiplication of a Hopf algebra, because it does, in general, not map into
the algebraic tensor product A⊗A.

If µ and ν are probability measures on the (locally compact) group Ω then there is a convolution
product µ ? ν which is again a probability measure. This convolution structure turns over to the
corresponding states. One has

ϕµ?ν = ϕµ ? ϕν = (ϕµ ⊗ ϕν) ◦∆.

A classical random variable is a function J : Ω → E from Ω into a measurable space E. The
probability measure µ ◦J−1 is called the distribution of J . Denoting by AE the ∗–algebra of bounded
measurable functions on E, we see that in the dualized language the mapping j : AE → A defined by

j : f 7−→ f ◦ J
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is a homomorphism between ∗–algebras and the state defined by the measure µ ◦ J−1 is given by
ϕJ = ϕ ◦ j. Consequently, a quantum random variable on a quantum probability space is a ∗–algebra
homomorphism j from a ∗–algebra B into A and the state ϕ ◦ j is called its distribution. One says
the quantum random variable is over A and on B.

A pair of classical random variables j, k is called independent, if ϕ ◦m ◦ (j ⊗ k) = ϕ ◦ j ⊗ ϕ ◦ k
with m denoting the multiplication map of A. Since A is commutative, this property is sufficient to
calculate all the momenta of the joined distribution. In the case of quantum random variables an
additional assumption is required. Throughout these notes a pair j, k of quantum random variables is
called independent if the above condition holds and if in addition

[
j(Bj), k(Bk)

]
= {0} where [•, •] is

the usual commutator. For other notions of non-commutative independence see e.g. [15, 29, 33].
A classical stochastic process is a family of random variables Ji, i ∈ I, mapping into the same

measurable space and, consequently, a quantum stochastic process is a family of quantum random
variables ji, i ∈ I, on the same ∗–algebra B (see Accardi, Frigerio, Lewis [2]). If the random
variables of a classical stochastic process map into a compact group (semi-group) the dualized process
is on a commutative Hopf ∗–algebra (∗–bialgebra) B. For the quantum analogue, B is allowed to be
non-commutative. In this case one defines the usual convolution of mappings from coalgebra into an
algebra by jk ? j` = m ◦ (jk ⊗ j`) ◦ ∆. If jk and j` are independent then jk ? j` is also a ∗–algebra
homomorphism.

A stochastic process (dualized classical or quantum) on a ∗–bialgebra with independent and sta-
tionary increments (or white noise) is a stochastic process jst indexed by 0 ≤ s ≤ t, such that for all
s1 ≤ t1 ≤ . . . ≤ sn ≤ tn the random variables jsiti

and js`t`
are independent for all i, ` ∈ {1, . . . , n},

the distribution ϕ ◦ jst converges to ϕ ◦ jss weakly for t → s,

jrs ? jst = jrt

for r ≤ s ≤ t, and the distributions ϕ ◦ jst depend only on the difference t − s. (See Accardi,
Schürmann, von Waldenfels [3].)

In a series of papers [22, 23, 24, 25, 26] (which are summarized in [27]) Schürmann has shown as
an extension of the classical results for stochastic processes with values in a compact Lie group that
any quantum stochastic process jst with stationary and independent increments on a ∗–bialgebra B
gives rise to an infinitesimal generator ψ from which the process can be reconstructed up to quantum
stochastic equivalence. All infinitesimal generators ψ are conditionally positive (linear, hermitian)
functionals, i.e. ψ is positive on ker(δ), vanishing at identity. Moreover, given any such ψ, there
is a quantum stochastic process with stationary and independent increments associated with ψ. A
representation of this process can be obtained on a Boson Fock space Γ (H) over a Hilbert space
H in the vacuum state by finding the unique solution of the system of quantum stochastic differential
equations in the sense of Hudson and Parthasarathy [12]

djst = jst ? (dA∗t ◦ η + dΛt ◦ π ◦ (Id− δ1) + dAt ◦ η̃ + ψ dt), jss = δ1,

where the ∗–representation π of B and the 1–cocycle η with repect to π can be constructed from ψ by
Theorem 1.1 in Chapter 1 of these notes, and η̃ = η ◦ ∗.

• • •
In these notes we investigate the structure of all conditionally positive functionals on the quantum

group SUq(2). The SUq(2) introduced by Woronowicz [35] (for further references see the survey
of Koornwinder [14]) is one of the standard examples of a quantum group and it seems, therefore,
natural to investigate its behaviour as a state space for quantum white noise. Partly, our results (in
particular those of the first three chapters) are already published in [28].

We find that there is, in some sense, a strong formal anology between our results and the classical
ones. Let, for instance, µt, t ≥ 0, be a weakly continuous semi-group of probability measures on the
real line. Then it is not difficult to see that it is possible to find a function m̃(k), such that the
Fourier transform µ̃t(k) =

∫
eikx dµt(x) is of the form

µ̃t(k) = etm̃(k).
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In 1934 Lévy [17] found that m̃(k) can always be chosen to be of the form

m̃(k) = ir1k − rk2 +
∫

R\{0}

(
eikx − 1− ikx

1 + x2

)
dL(x)

where r1 ∈ R, r ≥ 0, and the Lévy measure L fulfills the condition
∫

x2

1+x2 dL(x) < ∞. By replacing
in the integrand the function ikx

1+x2 with ik sin x, we obtain the equivalent formulation

m̃(k) = ir1k − rk2 +
∫

R\{0}
(eikx − 1− ik sin x) dL(x)

which is more convenient for our purposes.

For q ∈ [−1, 1] the quantum group SUq(2) can be considered as the ∗–bialgebra Aq having the

matrix
(

α
γ
−qγ∗

α∗

)
as unitary corepresentation (see the preliminaries in Chapter 1). Our Theorem 4.16

in Chapter 4 says that in the case when |q| < 1 the infinitesimal generators of white noises on Aq have
the form

ψ(a) = ψδ(a) + 〈η1|π ◦ P(a)|η1〉. (∗)

Here ψδ is a Gaussian part, P is a projection onto a certain ideal K2 of Aq, and π is a ∗–representation
ofAq acting on a Hilbert space H where H contains no invariant subspace on which the representation
is given by δ. The vector η1 ∈ H is an element of a certain completion of H, and the brackets are to
be understood as the continuation of the usual scalar product on H to elements of H.

Notice that the mappings δϕ, defined by α 7→ eiϕ, γ 7→ 0 can be extended to a ∗–homomorphism
of Aq. Using the derivatives

δ(n)(a) =
dnδϕ(a)

dϕn

∣∣∣
ϕ=0

,

the precise form of ψδ and P is given by

ψδ = r1δ
′ + rδ′′

and

P = Id− δ1− δ′
α− α∗

2i
.

H is the completion of H with respect to the scalar product

〈π(α∗ − 1) • |π(α∗ − 1) • 〉
where π(α∗ − 1) has to be an injective operator according to the condition on H. It is easy to check
that P projects onto the ideal K2 being the linear span of all products of elements of ker(δ).

Now we want to explain why the formula for m̃ is in analogy to (∗). It is well-known that the
semi-group Tt of linear transformations on the algebra Cb(R) of continuous bounded functions on the
real line, defined by setting

Ttf(x) =
∫

f(x + y) dµt(y),

has an infinitesimal generator L. If we define a linear functional on a suitable dense subset of Cb(R)
by setting

ψ(f) = Lf(0),

we obtain (see [13]) that the ‘Fourier transform’ of ψ is given by

ψ(eikx) = m̃(k).
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By defining the derivatives

δ(n)(f) = f (n)(0)

and the projection

[P(f)](x) = f(x)− δ(f)− δ′(f) sin x,

we obtain

ψ(f) = r1δ
′ + rδ′′ +

∫

R\{0}
[P(f)](x) dL(x).

Notice that ψ is positive on ker(δ), that the domain of P consists of all functions in Cb(R) differentiable
at 0 and that P projects onto the ideal K2 in this domain consisting of all functions f ∈ Cb(R) with
f(0) = f ′(0) = 0.

Now consider the positive functional ϕλ on Cb(R), defined by setting

ϕλ(f) =
∫

f(x) dλ(x)

where λ is the finite measure

dλ(x) =
x2

1 + x2
dL(x).

It has a GNS representation π on H = L2(R, λ) with the constant function 1 being the cyclic vector.
If we introduce the function space

H =

{√
1 + x2

x2
η(x)

∣∣∣∣∣ η ∈ H

}

and η1 ∈ H by setting

η1(x) =

√
1 + x2

x2
,

we indeed obtain that the functional ψ on Cb(R) can also be written in the form (∗).
Having a look at the results for the classical case (q = 1) in Section 5.4 (cf. also the general results

of Hunt [13]), we see that the ‘quantization’ SUq(2) of the three-parameter group SU(2) behaves
much more like a one-parameter group. It turns out that also the classical case can be described in
the form (∗); see Theorem 5.18. However, the Gaussian part ψδ and the projection P are considerably
more complicated and the space H out of which η1 can be chosen is no longer a completion of the
representation space H. Notice that the mapping a 7→ f(ϕ) = δϕ(a) defines a homomorphism from
Aq onto the coefficient algebra of the one-dimensional torus which, therefore, can be considered to be
contained in Aq as a subgroup. In view of this ‘embedding’ we can say that in the case |q| < 1 the
Gaussian part and the projection are those of the one-dimensional torus.

The case q = −1 which we call anti-classical is in some respects a ‘mixture’ of the foregoing cases
(see Section 5.5). It can also be described in the form (∗) with the exception that we have to add
a part ψδ which we call anti-Gaussian; see Theorem 5.26. This part corresponds to the Gaussian
part of the classical case and is similarly complicated. On the other hand, the Gaussian part and the
projection of the anti-classical case are those of the case |q| < 1.

• • •
The contents of these notes is organized as follows. By Theorem 1.1 in Chapter 1 the search for all

possible white noises (i.e. for all conditionally positive functionals) becomes, as in classical probability
theory, a cohomological problem; cf. [4, 11, 20, 30]. Throughout the first four chapters we solve the
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problem of finding all conditionally positive functionals for the cases when 0 < |q| < 1 in which we
have the crucial Lemma 1.6. This lemma shows to be the key to the whole theory.

In Chapter 2 we solve the cohomological problems. It turns out that the conditionally positive
functionals are classified (more or less) by states.

The representation theory is placed in Chapter 3. By Lemma 1.6 we are able to give a new
completely algebraic proof and recover the well-known irreducible representations. Using the co-
multiplication which induces a convolution of representations, we are able to decompose our results
not only according to irreducible representations but into expressions which are built up in terms of
one-dimensional representations and only one infinite dimensional irreducible representation.

In Chapter 4 we recover a faithful representation, introduced by Woronowicz, as the convolution
square of an irreducible representation. We show that this representation is a C∗–algebra isomorphism.
We find that all continuous infinitesimal generators are (more or less) given by states. By solving the
problem of finding a topology in which all conditionally positive functionals are continuous, we find
as a main result of these notes a new formulation of our results of Chapter 2. This new formula is in
perfect anology to the classical Lévy-Khintchine formula.

Chapter 5 deals with the exceptional cases q = 1 (which is the classical case), q = −1 (which is a
Grassmann analogue of the classical case), and q = 0. The cases q = −1, 1 show to be quite similar
and much more complicated than the other ones. For q ∈ (−1, 1) we find that all our results are, in a
certain sense, equivalent. As a further main result we point out (Theorem 5.27) that in all cases the
set consisting of all functionals ϕ ◦ Q, where ϕ runs over all positive functionals on Aq and Q runs
over all possible projections onto K2, is dense in the set of all conditionally positive functionals on Aq

with respect to pointwise convergence.
In the final chapter we show that it is possible to approximate any given conditionally positive

functional for the cases q = −1, 1 by conditionally positive functionals for |q| < 1. This is nothing but
a correspondence principle for SUq(2) and shows that the quantum group SUq(2) may indeed serve as
convenient quantization of SU(2).

5
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Chapter 1

Basic definitions and results

1.1 Preliminaries

Let A be a unital ∗–algebra and δ : A → C a ∗–algebra homomorphism into the complex numbers.
Let K1 = ker(δ) be the kernel of δ. We call a linear hermitian functional ψ on A conditionally positive
(with respect to δ) if it is positive on the ideal K1, i.e. if

ψ(a∗a) ≥ 0 for all a ∈ K1.

Let D be a pre–Hilbert space and π a ∗–representation of A acting on D. By a 1–cocycle with respect
to π we mean a linear mapping η : A → D such that

η(ab) = π(a)η(b) + η(a)δ(b) for all a, b ∈ A. (1.1)

Let K2 = lin(K1 ·K1) be the ideal which is given by the linear span of all products of elements of
K1. In [26] the following has been proved.

Theorem 1.1 (Schürmann) For an arbitrary conditionally positive functional ψ there is a triplet
(D,π,η) consisting of a pre–Hilbert space D, a ∗–representation π on D and a 1–cocycle η with
respect to this representation such that the values of ψ on K2 are given by

ψ(ab) = 〈η(a∗)|η(b)〉 for all a, b ∈ K1. (1.2)

The restriction of π to the invariant subspace η(A) of D is determined up to unitary equivalence.

By Theorem 1.1 we are able to reduce the problem of finding all conditionally positive functionals to
that of finding all ∗–representations, all 1–cocycles with respect to these representations, and checking
for which of them we can find a conditionally positive functional satisfying (1.2).

We define for any ∗–representation π on a pre–Hilbert space D and any vector η ∈ D the mappings
〈η|π|η〉 : A → C and πη : A → D by

〈η|π|η〉(a) = 〈η|π(a)|η〉 and (πη)(a) = π(a)η (1.3)

respectively. The mapping Id− δ1 : A → A defined by

(Id− δ1)(a) = a− δ(a)1,

is a canonical projection onto K1. We immediately see that

(πη) ◦ (Id− δ1) and 〈η|π|η〉 ◦ (Id− δ1)

are a 1–cocycle and a conditionally positive functional respectively, satisfying (1.2). In cohomology
theory such a 1–cocycle is called a coboundary and the functional is a positive multiple of ϕ− δ, where
ϕ is a state on A.

From Leibniz rule of differentiation we obtain the following

7



Proposition 1.2 Let δϕ be a family of homomorphisms δϕ : A → C which are pointwise continuous
in ϕ and such that δ0 = δ. Then we have

(i) If δϕ is pointwise differentiable with respect to ϕ at ϕ = 0, then δ′0 is a 1–cocycle with respect to
δ.

(ii) If δϕ is pointwise twice differentiable with respect to ϕ at ϕ = 0, then δ′0 is a 1–cocycle with
respect to δ and δ′′0

2 is a conditionally positive functional satisfying (1.2).

A ∗–coalgebra C is a (C–)linear space together with two linear mappings, the comultiplication
∆ : C → C ⊗ C and the counit δ : C → C, such that

(∆⊗ Id) ◦∆ = (Id⊗∆) ◦∆
(δ ⊗ Id) ◦∆ = Id = (Id⊗ δ) ◦∆,

(coassociativity)
(counit property)

and an involution ∗ : C → C such that

∆ ◦ ∗ = (∗ ⊗ ∗) ◦∆ and
δ ◦ ∗ = δ.

A ∗–bialgebra B is a unital ∗–algebra and also a ∗–coalgebra such that ∆ and δ are unital algebra
homomorphisms, i.e.

∆(1) = 1⊗ 1,

∆(ab) = ∆(a)∆(b) and
δ(ab) = δ(a)δ(b) for all a, b ∈ B

where B ⊗ B is equipped with the natural multiplication

(a⊗ b)(a′ ⊗ b′) = (aa′ ⊗ bb′).

If we define an involution on B ⊗ B by ∗ ⊗ ∗, then ∆ and δ are also ∗–algebra homomorphisms.

A Hopf ∗–algebra H is a ∗–bialgebra together with a linear mapping S : H → H, called antipode,
such that

m ◦ (Id⊗ S) ◦∆ = δ1 = m ◦ (S ⊗ Id) ◦∆

where m : H⊗H → H denotes the multiplication coming from the algebra structure of H. It can be
shown that S is an algebra anti-homomorphism, i.e.

S(ab) = S(b)S(a).

An n×n–matrix U = (uij)i,j=1,...,n with entries in a ∗–bialgebra B is said to be a corepresentation
of B if B, as a unital ∗–algebra, is generated by the matrix entries and if the coalgebra structure of B
is determined by

∆(uij) =
n∑

k=1

uik ⊗ ukj and

δ(uij) = δij .

U is said to be a corepresentation of a Hopf ∗–algebra H if it is a corepresentation of the ∗–bialgebra
structure of H and if the antipode of H is determined by

S(uij) = uji
∗.

A corepresentation U of a ∗–bialgebra B and a Hopf ∗–algebra H respectively is said to be unitary if

U∗U = 1 = UU∗.

For further details on co–, bi– and Hopf algebras see the textbooks of Abe [1] and Sweedler
[31] on these subjects.
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1.2 Conventions

Our conditionally positive functionals are always assumed to be hermitian. All representations are
supposed to be non-degenerate ∗–representations. This yields immediately that all 1–cocycles vanish
at 1. Cocycle always means 1–cocycle.

For a Hilbert space H by B(H) we mean the von Neumann algebra of bounded operators on
H.

The natural, integer, real, and complex numbers are denoted by N, Z, R, and C respectively. Let
a be an element of an involutive algebra (e.g. C together with complex conjugation). For ` ∈ Z we
define a

˘̀ by putting

a
˘̀ =

{
a`

(a∗)−`
for ` ≥ 0
for ` < 0

.

If an equation concerning a and a∗ is also valid if we replace a by a∗ (and conversely), we indicate
this by writing a(∗) for a and a∗, and writing a∗(∗) for a∗ and a, respectively.

1.3 Definition of the algebra structure

For the time being, we only need the algebra structure of the quantum group SUq(2) and a homomor-
phism δ for investigating its conditionally positive functionals. (Later this homomorphism will be the
counit of the underlying coalgebra structure.)

Definition 1.1 For a real number q with |q| ∈ (0, 1) we denote by Aq the unital ∗–algebra generated
by α, γ, with the following relations:

( a )
( b )
( c )
( d )
( e )

αγ = qγα

αγ∗ = qγ∗α

γ∗γ = γγ∗

αα∗ − α∗α = (1− q2)γ∗γ
γ∗γ + α∗α = 1.

(1.4)

These relations describe the algebra structure of SUq(2) in the case when |q| ∈ (0, 1) (cf. [35]).
The remaining cases q = −1, 0, 1 are treated seperately in Chapter 5. Throughout the other chapters
we always refer to the case |q| ∈ (0, 1) unless stated otherwise. The irreducible ∗–representations (cf.
[32]) are given by the following two families:

Theorem 1.3 (Vaksman, Soibelman) Let h0 be a Hilbert space with an ONB {ek}k∈N0
. The

following equations

(i)

ρϕ(α)ek =
√

1− q2kek−1,

ρϕ(α)e0 = 0,

ρϕ(γ)ek = eiϕqkek,

k ∈ N

k = 0
k ∈ N0

(ii)

δϕ(α) = eiϕ

δϕ(γ) = 0

define irreducible ∗–representations ρϕ : Aq → B(h0) and δϕ : Aq → C of Aq for any ϕ ∈ [0, 2π).
Any irreducible ∗–representation must be unitarily equivalent to one of these representations.
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We will obtain this result (i.e. the completeness and the well-definedness of ρϕ and δϕ) as Corollary
3.5 in the general representation theory in Chapter 3.

The homomorphism δ is just δ0. Clearly, δϕ evaluated at a fixed algebra element a is an analytic
function of ϕ. We use the notation of Proposition 1.2 and ommit the subscript ϕ = 0.

1.4 The structures of K1 and K2

Now we investigate the sets K1 = ker(δ) and K2 the latter being the linear span of all products of
elements of K1. Clearly, if we introduce

β = α− 1,

the set {1, β, β∗, γ, γ∗} generates the whole algebra. Henceforth, since we have β, β∗, γ, γ∗ ∈ K1 and
1 /∈ K1, the set

G = {β, β∗, γ, γ∗} (1.5)

generates K1. Relations (1.4), expressed in terms of β and γ, transform into

( ã )

( b̃ )
( c̃ )

( d̃ )
( ẽ )

βγ = qγβ − (1− q)γ
βγ∗ = qγ∗β − (1− q)γ∗

γ∗γ = γγ∗

ββ∗ − β∗β = (1− q2)γ∗γ
γ∗γ + β∗β + β∗ + β = 0.

(1.6)

An arbitrary element a of Aq can be written in the form

a = c11 +
∑

g∈G

cgg + c

where c1, cg are complex numbers and c ∈ K2. From Relations (ã), (b̃), and (ẽ), we immediately see
that the elements γ, γ∗, and β +β∗ can be expressed as sums of products of elements of K1, hence are
elements of K2. In other words, we have that any a ∈ Aq can be written as

a = c11 + c2
β − β∗

2i
+ c = c11 + c2

α− α∗

2i
+ c (1.7)

where c1, c2 are complex numbers and c ∈ K2, in at least one way.

Proposition 1.4 Decomposition (1.7) is unique for any a ∈ Aq.

Proof We apply δ and δ′ to (1.7). By definition δ is 0 on K1 and K2, hence δ(a) = c1.
Using the factorization property of δ, we obtain by an application of Leibniz rule of differentiation

that δ′ vanishes on K2 as well as it does on 1. Hence

δ′(a) = c2δ
′
(

α−α∗
2i

)
= c2.

Therefore, the numbers c1, c2 are determined by a, and so is c by (1.7).

We conclude this paragraph by writing down the canonical projection onto K2.

Corollary 1.5 The mapping P
P : Aq −→ Aq

a 7−→ a− δ(a)1− δ′(a)
α− α∗

2i

is a projection onto K2. I.e. P(Aq) = K2 and P2 = P.
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1.5 A fundamental lemma on the representations

As a preparation for the next chapters, we formulate a lemma concerning the representations of Aq.
It replaces the spectral theorem applied to the representing operator of γ (which is normal due to
Relation (c)). We will use this lemma to prove the properties of the cocycles (Chapter 2) and to
establish the representation theory (Chapter 3) without using the spectral theorem.

We mention that due to Relation (e) all representation operators are bounded. Therefore, we can
assume the pre-Hilbert space D (on which the representation acts) to be a Hilbert space.

Lemma 1.6 Let H be a Hilbert space and π : Aq → B(H) a ∗–representation of Aq acting on it.
Then we have

π(γ) injective =⇒ lim
k→∞

π(αk) = 0

in the strong operator topology.

Proof It is easy to see, that the range of an injective normal operator is dense. Therefore, if π(γ) is
injective, we have that π(γ)H is dense in H.

Let f be any element of H. We can find a sequence {fn}n∈N with fn ∈ π(γ)H which approximates
f . In other words, for any ε > 0 we can find N ∈ N such that for any bounded operator B ∈ B(H)

‖Bf −Bfn‖ < ‖B‖ ε

2
for all n > N

holds. From Relation (e) we obtain ‖π(α)‖ ≤ 1, ‖π(γ)‖ ≤ 1 and immediately

‖π(αk)‖ ≤ 1, ‖π(γk)‖ ≤ 1

for all k ∈ N. Thus, we have

‖π(αk)f − π(αk)fn‖ <
ε

2
for all n > N (1.8)

independent of k ∈ N.
We associate with {fn}n∈N the sequence {f̂n}n∈N defined by π(γ)f̂n = fn. By Relation (a) we

obtain

‖π(αk)fn‖ = ‖π(αkγ)f̂n‖ = qk‖π(γαk)f̂n‖ ≤ qk‖f̂n‖. (1.9)

Thus, choosing n > N and K such that qK‖f̂n‖ < ε
2 we obtain, by combining estimates (1.8) and

(1.9) that

‖π(αk)f‖ ≤ ‖π(αk)f − π(αk)fn‖+ ‖π(αk)fn‖ < ε for all k > K.

This concludes the proof.

1.6 Topologies on Aq

The algebra Aq is usually equipped with a C∗–norm ‖ • ‖ given by

‖a‖ = sup
π
‖π(a)‖

where the supremum is taken over all ∗–representations. Clearly, this is a semi–C∗–norm. On the
other hand, the existence of a faithful representation (see Section 4.1) yields that it is positive definite,
hence indeed a norm.

Let A be the C∗–algebra which we obtain by completion of Aq with respect to this norm. Then
by the above definition it is clear that any representation π : Aq → B(H) is continuous. Thus, it can
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be extended to A and, in this manner, we obtain all representations of A because representations of
C∗–algebras are continuous.

The C∗–completion is already introduced here because we will be concerned with geometric series.
However, we want to emphasize that all our results on Aq can be expressed and proved in terms of
the algebra Aq without using the C∗–language; see our discussion in Section 2.4.

The range of any irreducible representation contains the subset of all compact operators on the
underlying Hilbert space. (1−α∗α = γ∗γ is mapped to a compact operator. On the other hand, it is
well-known that the range of any C∗–algebra under a ∗–representation contains all compact operators
if it contains at least one.) Henceforth, A is a type I C∗–algebra.

Now let ω be a ∗–representation of A which is also an isomorphism between C∗–algebras (i.e. an
isometry) such that ω(γ) is injective. (Such a representation exists; cf. Woronowicz [35] and Section
4.1 of these notes.) Then ω induces a notion of strong (weak) convergence in A by

lim
n→∞

an = a strongly (weakly)

if and only if

lim
n→∞

ω(an) = ω(a) strongly (weakly)

for an, a ∈ A. (In general, these topologies will depend on the special choice of ω, but this does not
affect our results.) Now Lemma 1.6 reads lim

k→∞
αk = 0 in the strong topology.

In Section 4.4 we will introduce two other norms, in order to make all cocycles and all conditionally
positive functionals continuous.
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Chapter 2

Cocycles and conditionally positive
functionals

In this chapter we classify all cocycles and conditionally positive functionals on Aq. This is done by
establishing two linear mappings O, T : Aq → A which satisfy the following conditions analogous to
Equations (1.1) and (1.2):

O(ab) = aO(b) +O(a)δ(b) for all a, b ∈ Aq (2.1)

and

T (ab) = O(a∗)∗O(b) for all a, b ∈ K1. (2.2)

Assume for the moment that O and T have already been constructed. Then we obtain that

ψ = 〈η|π|η〉 ◦ T

is a conditionally positive functional and

(πη) ◦ O

is a cocycle such that Equation (1.2) is fulfilled. Notice that the mappings 〈η|π|η〉 and πη defined by
(1.3) are continuous.

The continuous projection Id− δ1 onto K1 is the simplest possible choice for O and T . We return
to this case in Section 4.3 where we are concerned with continuous conditionally positive functionals.

In the following, O will show to be fixed by the additional requirement that O(α∗) = 1.

2.1 The mappings O and T
The key of establishing these two mappings is

Lemma 2.1 We have

lim
p→1

p∈[0,1)

1− α∗

1− pα∗
= 1

in the strong topology.

Proof Notice that for |p| < 1 the left hand side is well-defined since ‖α∗‖ ≤ 1. The first step is to
compute

1− 1− α∗

1− pα∗
= (1− p)

α∗

1− pα∗
.
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We make the substitution

Jp =
1

1− pα∗

and we will show that (1− p)Jp converges to 0. First we show that we have at least weak convergence
.

Indeed, given any two unit vectors e, e′ ∈ Hω (the representation space of ω) we obtain by expanding
into a von Neumann series

(1− p)
〈

e

∣∣∣∣
1

1− pω(α∗)

∣∣∣∣ e′
〉

= (1− p)
∞∑

k=0

pk〈e |ω(α)k| e′〉. (2.3)

As can be seen by standard proof technique (cf. e.g. the proof of Abel’s limit theorem), this power
series in p is already known to converge to 0 as p tends to 1, if its coefficients converge to 0. But this
is true due to Lemma 1.6.

To show strong convergence of (1− p)Jp we have to show weak convergence of (1− p)2J ∗p Jp. We
have

(1− p)2 =
1− p

1 + p
(1− p2)

and

J ∗p Jp =
(
1 +

pα

1− pα

) (
1 +

pα∗

1− pα∗

)

= 1 +
pα

1− pα
+

pα∗

1− pα∗
+

pα

1− pα

pα∗

1− pα∗
.

Thus, we obtain

(1− p)2J ∗p Jp =
1− p

1 + p

(
1 +

pα

1− pα
+

pα∗

1− pα∗

− p

1− pα
(1− αα∗)

p

1− pα∗

)

=
1− p

1 + p

(
1 +

pα

1− pα
+

pα∗

1− pα∗

−q2 p

1− pα

p

1− pq2α∗
γ∗γ

)

where we made use of 1−αα∗ = q2γ∗γ. From our foregoing considerations we see that the first three
summands multiplied by the factor in front of the brackets converge to 0 weakly. In the last summand
the factor

p

1− pq2α∗

converges in norm to a bounded operator. The factor

1− p

1 + p

p

1− pα

converges to 0 weakly. Therefore, the last summand converges also to 0 at least weakly.

For p ∈ [0, 1) let Op be the mapping Op : Aq → A defined by

Op(a) = (Id− δ1)(a)(pα∗ − 1)−1.

Then we have the following
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Theorem 2.2 For all a ∈ Aq, the elements Op(a) of A converge strongly for p → 1 to an element of
A. The mapping O : Aq → A defined by

O(a) = lim
p→1

Op(a)

fulfills Equation (2.1) and the additional condition O(α∗) = 1.

Proof First we show that the limit exists. This is obvious for a = 1 (since Op(1) = 0). Therefore,
it suffices to show it on the set G of generators. (Cf. our argument leading to Equation (1.7).)

For β∗ our work is already done by Lemma 2.1. Moreover, we find that the condition O(α∗) =
O(β∗) = 1 is fulfilled.

For γ and γ∗ we obtain, by using the von Neumann series and Relations (b)∗ and (a)∗ respectively,

γ(∗)(pα∗ − 1)−1 = (pqα∗ − 1)−1γ(∗).

Thus, we find that O(γ(∗)) exists and

O(γ(∗)) = (qα∗ − 1)−1γ(∗).

Using the relation

(1− x)−1 = 1 + x(1− x)−1, (2.4)

which holds for any x ∈ A if ‖x‖ < 1, we obtain after straightforward calculations that

Op(β) = (α− 1)(pα∗ − 1)−1

= (1− p)(1− pα∗)−1 + p(1− αα∗)(1− pα∗)−1 − α.

From Relations (d) and (e) we see that 1− αα∗ = q2γ∗γ. We insert this and obtain by repeated use
of Relations (a) and (b):

Op(β) = (1− p)(1− pα∗)−1 + pq2(1− pq2α∗)−1γ∗γ − α.

In this expression the limit p to 1 can be performed without any problems. The first summand
disappears (see the proof of Lemma 2.1). In the second summand p is just replaced by 1. The third
one does not depend on p at all. Substituting γ∗γ = 1− α∗α, we obtain

O(β) = q2(1− q2α∗)−1(1− α∗α)− α

= q2(q2α∗ − 1)−1(q−2α− 1)

where we again made use of (2.4).

Notice that we did not only show the existence of O, but also listed its values on the generators.
Clearly, the limit fulfills Equation (2.1), because Op does for any p.

N.B.: In Section 2.3 we will see (cf. Corollary 2.7) that O is already determined by the properties
stated in the theorem.

Example 2.1 Consider the restriction of O to the subspace C1⊕Aqβ
∗. An element of this subspace

is given by c1+aβ∗ with c and a being unique elements of C and Aq, respectively. Obviously O maps
such an element to a. In Section 4.4 we will see that the above subspace of Aq is dense in A. Thus,
it actually suffices to know the values of O on this subspace.

Now we define for p ∈ [0, 1) the mapping Tp : Aq → A by

Tp(a) = (pα− 1)−1P(a)(pα∗ − 1)−1.
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Theorem 2.3 For all a ∈ Aq, the elements Tp(a) of A converge strongly for p → 1 to an element of
A. The mapping T : Aq → A defined by

T (a) = lim
p→1

Tp(a)

fulfills Equation (2.2).

Proof The projection P projects onto K2 and a typical element of K2 is given by ab with a, b ∈ K1.
Inserting this in Tp we obtain

Tp(ab) = Op(a∗)∗Op(b).

From this it is immediate that the weak limit exists and fulfills Equation (2.2). Let us for the moment
identify the elements of A with their images under the isomorphism ω. In order to see that the limit
is indeed a strong limit, we observe that

‖(O(a∗)∗O(b)−Op(a∗)∗Op(b))f‖
= ‖(O(a∗)∗ −Op(a∗)∗)O(b)f +Op(a∗)∗(O(b)−Op(b))f‖
≤ ‖(O(a∗)∗ −Op(a∗)∗)g‖+ ‖Op(a∗)∗‖ ‖(O(b)−Op(b))f‖

for any given but fixed vector f ∈ Hω and g = O(b)f . Thus, the proof is complete if we show that
‖Op(a∗)∗‖ or equivalently ‖Op(a)‖ is bounded uniformly in p for any fixed a.

Consider Jp as introduced in the proof of Lemma 2.1. One easily checks that

Op(a) = O(a)(1− (1− p)α∗Jp).

This yields

‖Op(a)‖ ≤ ‖O(a)‖(1 + ‖(1− p)Jp‖).

From Equation (2.3) it is clear that the norm of (1− p)Jp cannot be greater than 1.

Example 2.2 Consider the restriction of T to the subspace C1 ⊕ Cα−α∗
2i ⊕ βAqβ

∗. An element of

this subspace is given by c11 + c2
α−α∗

2i + βaβ∗ with ci and a being unique elements of C and Aq,
respectively. Obviously T maps such an element to a. In Section 4.4 we will see that the above
subspace of Aq is dense in A. Thus, it actually suffices to know the values of T on this subspace.

2.2 General remarks on the ∗–representations

In view of Lemma 1.6 we are interested in separating the injective part from an arbitrary representation.

Proposition 2.4 Let π be a ∗–representations of Aq on a Hilbert space H. Then there is a unique
decomposition into a direct sum

π = π1 ⊕ π2 on H = H1 ⊕H2 (2.5)

where πi, i = 1, 2 are representations on Hi, i = 1, 2 respectively with

• π1 maps γ to 0 and α to a unitary operator on H1.

• π2 maps γ to an injective operator on H2.

Proof We show that ker(π(γ)) is an invariant subspace of H. Indeed, given any f ∈ H with π(γ)f = 0
we immediately see from Relations (a), (b)∗ and (c) that π(α)f , π(α∗)f and π(γ∗)f respectively are
in ker(π(γ)). (E.g. π(γ)π(α)f = q−1π(α)π(γ)f = 0.) Henceforth, ker(π(γ)) is invariant under the
action of π(a) for any a ∈ Aq.

16



We denote ker(π(γ)) by H1 and its orthogonal complement by H2. Since we are concerned with
∗–representations, H2 is an invariant subspace as well. Clearly, if we denote by πi the restriction of π
to Hi respectively, the operator π1(γ) is 0 and the operator π2(γ) is injective.

N.B.: Since the subspaces Hi remain invariant under π the components ηi of a given cocycle
η = η1 ⊕ η2 with respect to π are cocycles with respect to πi respectively.

In order to indicate that the representations of type π1 are already determined by fixing the unitary
operator u on H1 to which α is mapped, we denote π1 also by ρu. Another type of representations to
be separated are those behaving like δ which lead to the so-called Gaussian parts of the functionals
(see [23]).

Proposition 2.5 The subspace Hδ = ker(π(β)) of H is an invariant subspace, and the restriction of
π to Hδ is given by

πδ(•) = δ(•)1Hδ
.

Proof α is mapped to 1 on Hδ. According to Relation (e), we have π(γ)f = 0 for f ∈ Hδ. On the
other hand, we see from Relation (d) that π(αα∗)f = π(α∗α)f = π(α∗)f for any f ∈ Hδ, hence Hδ is
invariant under π(α∗).

2.3 Classification of cocycles and conditionally positive func-
tionals

Now we describe all 1–cocycles and all conditionally positive functionals associated with a cocycle
via (1.2). We classify them by all pairs (π, η) consisting of a representation and a vector in the
representation space H (actually the functional is determined in this way only up to two real constants).
It turns out that for any given cocycle there is a conditionally positive functional such that (1.2) holds.
Let us give a simple counter example to make clear that this is not always the case, but depends on
the algebra under consideration (cf. also the cases q = 1 and q = −1 in Sections 5.4 and 5.5).

Example 2.3 Consider the free unital commutative ∗–algebra generated by the symbol x. (This
∗–algebra can be turned into a Hopf ∗–algebra; cf. Sweedler [31].) We define a ∗–algebra homo-
morphism δx by δx(1) = 1 and δx(x) = 0, with respect to which a functional can be conditionally
positive or not. On the other hand, δx is a representation. Given any two numbers ηx, ηx∗ ∈ C, the
mapping η defined by

η(x) = ηx

η(x∗) = ηx∗

η(y) = 0 , y any monomial with degree not equal to 1

and linear extension is a cocycle with respect to δx. However, if we have |ηx| 6= |ηx∗ | and try to define
a conditionally positive functional ψ by (1.2), we obtain

ψ(x∗x) = ηxηx and ψ(xx∗) = ηx∗ηx∗

which contradicts the commutativity of the underlying algebra.

Let us proceed in our main stream. We remind the reader of the fact that for any cocycle η we
must have η(1) = 0, because our representations are non–degenerate by convention. Thus, we have
η(α(∗)) = η(β(∗)). Clearly, the cocycle property (1.1) reads on K1

η(ab) = π(a)η(b) for all a, b ∈ K1. (2.6)

Thus, η is determined by its values on the generators. We will see that any cocycle is already deter-
mined by its value on α∗.
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Lemma 2.6 Let η and η̃ be two 1–cocycles with respect to π. They coincide if and only if they coincide
on α∗, i.e.

η(α∗) = η̃(α∗) ⇐⇒ η = η̃.

Proof Clearly, two cocycles do not coincide if they assume different values on α∗. Thus, we have
to show the other direction. We split the proof into the two cases π(γ) = 0 (i.e. H2 = {0}) and π(γ)
injective (i.e. H1 = {0}) which can be treated separately.

Let η be a cocycle with respect to π = ρu and ηα∗ a vector in H = H1 with η(α∗) = ηα∗ . We apply
η to Relation (ã), use the cocycle property (2.6) and obtain, taking also into account that π(γ) = 0,

π(β)η(γ) = −(1− q)η(γ) or π(α)η(γ) = uη(γ) = qη(γ). (2.7)

We take the norm of both sides and arrive at

η(γ) = 0.

(Otherwise, we would have |q| = 1.) Similarly, starting from Relation (b̃) we obtain

η(γ∗) = 0.

Using Relation (ẽ) in the same manner, we obtain

0 = π(β∗)η(β) + η(β) + η(β∗) = u∗η(β) + η(β∗)

or

η(β) = − uη(β∗) = uηα∗ .

Now let η be a cocycle with respect to π = π2 and ηα∗ a vector in H = H2 with η(α∗) = ηα∗ . We
write

ε = η(γ∗γ).

Relation (c̃) yields

ε = π(γ∗)η(γ) = π(γ)η(γ∗). (2.8)

π(γ) is injective and so is π(γ∗) (notice that ‖π(γ)f‖ = ‖π(γ∗)f‖ for all f due to Relation (c̃)).
Therefore, η(γ) and η(γ∗) are determined by ε. Applying η and (2.6), Relation (ã) reads

π(β)η(γ) = qπ(γ)η(β)− (1− q)η(γ).

Now we multiply by π(γ∗). Using Relation (b̃) in order to eliminate γ∗β, we obtain after some short
calculations

π(γ∗γ)η(β) = (q−2π(α)− 1)ε. (2.9)

Notice that π(γ∗γ) is injective. Therefore, η(β) is determined by ε as well.
The same procedure, now starting from Relation (b̃)∗ and using (ã)∗, yields

π(γ∗γ)η(β∗) = (q2π(α∗)− 1)ε. (2.10)

Since ‖π(α∗)‖ ≤ 1 the operator q2π(α∗) − 1 is invertible on H. Thus, ε is expressible in terms of
η(β∗) = ηα∗

We see that in both cases the values of η on the generators are determined by ηα∗ , and clearly this
extends to the whole algebra.

Now we can prove
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Corollary 2.7 O is the unique linear mapping satisfying Equation (2.1) and O(α∗) = 1.

Proof By the foregoing lemma we see that any cocycle is already determined by its value ηα∗ on α∗.
If we had two mappings O, Õ satisfying the claimed conditions, their difference ∆O = O − Õ must
vanish on α∗. Thus, the cocycle (πη) ◦∆O must vanish for any π and η. By the existence of a faithful
representation we see that ∆O must vanish itself.

Together with the introductory remarks of this section and Theorems 1.1, 2.2 and 2.3 we obtain
the classification theorem as a simple corollary.

Theorem 2.8 Let π be a ∗–representation of Aq. For a vector ηα∗ in the representation space H of
π the mapping

η = (πηα∗) ◦ O

is a 1–cocycle with respect to π fulfilling η(α∗) = ηα∗ . Moreover, all 1–cocycles with respect to π are
of this form, so that there is a one-to-one correspondence between elements of the representation space
of π and 1–cocycles with respect to π.

For all numbers r1, r2 in R the mapping

ψ = r1δ + r2δ
′ + 〈ηα∗ |π|ηα∗〉 ◦ T

is a conditionally positive functional fulfilling Equation (1.2). Moreover, for any conditionally positive
functional ψ satisfying (1.2) there are unique numbers r1, r2 in R such that ψ is of the above form.

Proof By the equation η = (πηα∗) ◦ O we assign to any pair (π, ηα∗) a cocycle with respect to π
assuming the value ηα∗ on α∗. By Lemma 2.6 these cocycles must be all.

By the equation ψ′ = 〈ηα∗ |π|ηα∗〉 ◦ T we define indeed a conditonally positive functional which
fulfills Equation (1.2). An arbitrary functional, fulfilling Equation (1.2), can differ from ψ′ only on the
two basis vectors 1 and α−α∗

2i . In order to take this into account we have to add a linear combination
r1δ + r2δ

′. The constants r1, r2 have to be chosen real, because our functionals are supposed to be
hermitian. By Theorem 1.1 the functionals of the stated form must indeed be all.

Corollary 2.9 Let ψ be a conditionally positive functional on Aq. Then there are unique numbers
r1, r2 in R and a unique positive functional ϕ on Aq such that

ψ = r1δ + r2δ
′ + ϕ ◦ T

Example 2.4 For the Gaussian part of a representation, i.e. representations proportional to δ, we
obtain by Proposition 1.2

Corollary 2.10 Let ηδα∗ be a vector in Hδ. Then

ηδ = iδ′ηδα∗

is the cocycle ηδ which assumes the value ηδα∗ on α∗. Moreover,

ψδ =
δ′′

2
‖ηδα∗‖2

defines a conditionally positive functional fulfilling Equation (1.2).

Corollary 2.11 All Gaussian conditionally positive functionals are of the form

ψδ = r1δ + r2δ
′ + rδ′′,

where r1, r2 are in R, and r is in R+.
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Example 2.5 In Appendix A we introduce the q–exponential function ez
q . By the properties stated

there the following becomes obvious. Let p be in (0, 1). Firstly,

1
1− pα∗

= epα∗

q2

(
epq2α∗

q2

)−1

.

Secondly,
(
epq2α∗

q2

)−1

converges in norm to
(
eq2α∗

q2

)−1

for p → 1.

In Appendix B we define the q–coherent states eq2(λ) ∈ h0, λ ∈ U1(0), where h0 is the representa-

tion space of the irreducible representation ρ0. Notice that eq2(λ) = e
λρ0(α

∗)
q2 e0. For the conditionally

positive functional 〈eq2(q2)|ρ0|eq2(q2)〉 ◦ T we, thus, obtain

〈eq2(q2)|ρ0|eq2(q2)〉 ◦ T

= lim
p→1

〈
eq2(q2)

∣∣∣∣
1

1− pρ0(α)
ρ0 ◦ P 1

1− pρ0(α∗)

∣∣∣∣ eq2(q2)
〉

= lim
p→1

〈eq2(p)|ρ0 ◦ P|eq2(p)〉.

By Relations (1.4) it is sufficient to know a linear mapping on the vectors α
˘̀
γ∗mγn, ` ∈ Z,m, n ∈ N0.

Since our functional is hermitian and ρ0 does not distinguish between γ and γ∗, it is even sufficient
to restrict ourselves to monomials γmαn, m,n ∈ N0. First let m > 0 which makes the projection P
dissapear. Using the formulae of Appendix B we obtain

lim
p→1

〈eq2(p)|ρ0(γmαn)|eq2(p)〉 = lim
p→1

pnep2qm

q2 = eqm

q2 .

In the remaining cases the projection yields

P(αn) = αn − n
α− α∗

2
− 1.

We obtain

lim
p→1

〈eq2(p)|ρ0 ◦ P(αn)|eq2(p)〉 = lim
p→1

(pn − 1)ep2

q2 = − n

2
eq2

q2 .

It is not difficult to check the equality on simple monomials, for instance ββ∗ and βγβ∗.

2.4 Remarks on motivation

If we apply a given cocycle η to Relations (ã) − (ẽ) and their adjoints we get a new set of relations
for the values of η on the generators. This set of relations enables us to express these values in terms
of η(α∗). Clearly, we could have tried to extend these four vectors by means of Property (2.6) to the
whole algebra. (This is partly done in the course of the proof of Proposition 2.6.) The main problem
was to examine if this procedure is well-defined.

To avoid this complication we followed another path. First we restrict ourselves to the orthogonal
complement of Hδ. By construction the operator π(β∗) is injective on H. Thus, if it was invertible,
the function given by

a 7−→ (π(a)− δ(a)1)π(β∗)−1η(α∗)

would define a cocycle assuming the correct value on β∗. Thus, we had to find a way of inverting the
operator π(β∗). Our way to do this was to approximate ‘π(β∗)−1η(α∗)’ (which does not always exist
in H; cf. Section 4.5) by the vectors ηp = (pπ(α∗) − 1)−1η(α∗). In other words, we approximate the
given cocycle by cocycles of the form

(π(a)− δ(a)1)ηp

which are coboundaries. The case of Hδ is easily treated separately.
We remark that, assuming formally the existence of the von Neumann series of (α∗ − 1)−1, it

is easy to ‘derive’ the values of O on the generators. We just have to compute the commutation
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rules for this formal element of A by simple applications of Relations (a) − (e). Thus, omitting the
approximation of O by Op, we can omit the use of a notion of strong convergence. Investigating the
mappings π ◦ O(•) instead of O itself, we can omit the use of the C∗–completion of Aq, because only
geometric series of operators appear. Thus, the contents of Theorem 2.8 can indeed be expressed in
terms of Aq.

Furthermore, we remark that due to the construction of Tp any conditionally positive functional
corresponding to the cocycle η can be approximated on K2 by functionals of type

ψp(•) = 〈ηp|π(•)|ηp〉

with ηp ∈ H (cf. Example 2.5). For the time being, this statement is clear only for cocycles with
respect to representations of type π2. However, by the remark following Proposition 5.15 we see that
also cocycles with respect to representations of type π1 are strong limits of coboundaries. In other
words, the cone, spanned by the restrictions to K2 of all states, is dense in the cone, consisting of the
restrictions to K2 of all conditionally positive functionals, with respect to pointwise convergence. It
is this fact which is crucial to obtain the Lévy-Khintchine formula in Section 4.5.
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Chapter 3

Representation theory

In this section we give a new treatment of the representation theory of Aq. Our treatment is almost
completely algebraic and we do not refer to the C∗–algebra structure at any time. As a corollary
we obtain the irreducible representations and realize that a general representation decomposes into a
direct integral over irreducible ones.

Vaksman and Soibelman proceed in the converse direction. They find the irreducible represen-
tations (cf. Theorem 1.3) without stating an explicit form for the general representation. From the
irreducible representations and the norm introduced on Aq it is clear that the C∗–completion is a
type I C∗–algebra, having the same representations. Thus, the general representation must be given
by a direct integral over irreducible ones (cf. e.g. Dixmier [8]).

We obtain the new result that the irreducible representations ρϕ can be expressed in terms of ρ0

and a family Iϕ of automorphisms of Aq. We express these automorphisms in terms of the convolution
product which arises from the coalgebra structure of SUq(2) (cf. also [16], where the convolution of
irreducible representations was investigated independently). As a consequence of this result we are
able to express any conditionally positive functional associated with a representation of type π2 in
terms of functionals associated with ρ0.

3.1 Representations on H2

For any ∗–representation π of Aq on a Hilbert space H there is a unique decomposition into the
invariant subspaces H1 and H2 by Proposition 2.4. On H1 the general representation is given by ρu as
defined at the end of Section 2.2 where u is any unitary operator on H1. Thus, in order to complete
the representation theory we have to consider the remaining part H2.

In this section we assume that H = H2 and π = π2, i.e. π(γ) is injective and hence Lemma 1.6
is applicable. Furthermore, in order to simplify notation we write a for the image π(a) ∈ B(H) of
a ∈ Aq under π.

We introduce the following two sequences of operators:

Pk = α∗k(1− q2γ∗γ)−1 · · · (1− q2kγ∗γ)−1αk,

P0 = 1,

Ek = Pk − Pk+1,

k ∈ N

k = 0
k ∈ N0.

We remark that

eq(z) =
∞∏

k=0

1
1− qkz

, z ∈ C\{z|z = q−k, k ∈ N0}

is a well-known meromorphic function (see Appendix A). By Theorem A.4 this function is different
from 0 everywhere, it is a strictly increasing function on the intervall [0, 1) and for fixed z ∈ [0, 1) the
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product for k →∞ is also increasing. Thus, we see that

1 ≤ ‖(1− q2γ∗γ)−1 · · · (1− q2kγ∗γ)−1‖ ≤ eq2(q2).

Due to Lemma 1.6 we have for any f ∈ H

〈f |Pk|f〉 ≤ eq2(q2)‖αkf‖2 → 0 for k →∞,

hence,

∞∑

k=0

Ek = lim
k→∞

(1− Pk+1) = 1 (3.1)

in the strong operator topology. For Ek we obtain by Relation (a)

Ek = α∗k
{

(1− q2γ∗γ)−1 · · · (1− q2kγ∗γ)−1

− α∗(1− q2γ∗γ)−1 · · · (1− q2(k+1)γ∗γ)−1α
}

αk

= α∗k{
1− α∗(1− q2γ∗γ)−1α

}
(1− q2γ∗γ)−1 · · · (1− q2kγ∗γ)−1αk.

For the term in curly brackets we obtain, using Relations (a) and (e),

E0 = 1− α∗(1− q2γ∗γ)−1α = lim
`→∞

(
1− α∗

`−1∑

k=0

q2k(γ∗γ)kα

)

= lim
`→∞

(
1− (1− γ∗γ)

`−1∑

k=0

(γ∗γ)k

)

= lim
`→∞

(γ∗γ)`

where the limit is in the operator norm topology (cf. [18], where the convergence was only shown to
be strong). Inserting this we arrive at

Ek = lim
`→∞

(q−2kγ∗γ)`Pk. (3.2)

Obviously, Pk commutes with γ∗γ and so does Ek. Of course, the operators Pk and Ek are self-
adjoint. We show the following

Proposition 3.1 Pk is an orthogonal projection.

Proof It remains to show that Pk
2 = Pk which we will prove by induction.

Clearly, the statement holds for k = 0. Now let us assume that it holds for k. We have

Pk+1 = Pk − Ek = lim
`→∞

(
1− (q−2kγ∗γ)`

)
Pk.

If we square this expression and perform the `-limits simultaneously, we obtain

Pk+1
2 = lim

`→∞
(
1− (q−2kγ∗γ)`

)2
Pk

2

= lim
`→∞

(
1− 2(q−2kγ∗γ)` + (q−2kγ∗γ)2`

)
Pk.

This yields the desired result.

Now we have the following crucial

Lemma 3.2 The operators (Ek)k∈N0 form a complete set of orthogonal projections.
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Proof By Property (3.1) (i.e. actually Lemma 1.6) the Ek are complete. Therefore, it remains to
show that

EkE` = Ekδk`.

From Equation (3.2) and the foregoing Proposition it is immediate that Ek
2 = Ek. We assume without

loss of generality that k > `. Performing the limits simultaneously, we obtain

EkE` = lim
m→∞

(q−(k+`)γ∗γ)2mPkP`

= lim
m→∞

((q−2kγ∗γ)2mPk) lim
m→∞

(q2m(k−`)P`)

= Ek · 0 = 0

which is the desired result.

For all k ∈ N0 let Hk = EkH be the range of the projection Ek. From Equation (3.2) we see that
the Hk are eigenspaces of γ∗γ to eigenvalues q2k respectively. Clearly, since γ and Ek commute, the
restriction of q−kγ to Hk must be given by an operator Uk which is unitary on Hk (i.e. Uk : H → H
with Uk

∗Uk = UkUk
∗ = Ek). Thus, we can write

γ =
∞∑

k=0

qkUk.

Next we obtain, using

αα∗k+1 = (1− q2γ∗γ)α∗k = α∗k(1− q2(k+1)γ∗γ)

for k ∈ N0, that

αPk+1 = Pkα and clearly αP0 = P0α.

This yields

and
αEk+1 = Ekα,

Ek+1α
∗ = α∗Ek,

αE0 = 0
E0α

∗ = 0.
(3.3)

If we introduce the mappings ϕk+1, ϕ
∗
k : H → H, k ∈ N0, by setting

ϕk+1 =
αEk+1√

1− q2(k+1)
and ϕ∗k =

α∗Ek√
1− q2(k+1)

we can write

α =
∞∑

k=0

√
1− q2(k+1)ϕk+1 and α∗ =

∞∑

k=0

√
1− q2(k+1)ϕ∗k.

Notice that the series for γ, α and α∗ converge at least strongly. Now we show

Lemma 3.3 For any k ∈ N0 the restriction of ϕ∗k to Hk is an isomorphism onto Hk+1 and ϕk+1 is
its inverse.

Proof From Properties (3.3) we see that the mappings ϕk+1 and ϕ∗k map toHk andHk+1 respectively.
By the same properties we find

α∗EkαEk+1 = α∗αEk+1 = (1− γ∗γ)Ek+1

= (1− q2(k+1))Ek+1

and similarly

αEk+1α
∗Ek = (1− q2(k+1))Ek.
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Thus, the restrictions of ϕk+1 and ϕ∗k to Hk+1 and Hk are inverse mappings. The isometry conditions
are also proved by an application of the above relations.

Now using Uk = q−kγEk we calculate

ϕ∗kUkϕk+1 =
q−k

1− q2(k+1)
α∗γαEk+1 =

q−(k+1)

1− q2(k+1)
γ(1− γ∗γ)Ek+1

= q−(k+1)γEk+1 = Uk+1,

i.e. all the Hk can be regarded as copies of the same H0 carrying the same unitary operator U = U0.
For making this explicit, we identify H with h0 ⊗ H0 by the following isomorphism (recall that h0

is the Hilbert space with ONB {ek}k∈N0 which carries the irreducible representation ρ0): First we
identify H0 with e0 ⊗H0 in the natural way

f ∈ H0 7−→ e0 ⊗ f.

Then for k ∈ N we identify Hk with ek ⊗H0 such that

ϕk(ek ⊗ f) = (ek−1 ⊗ f) for f ∈ H0.

Now it is clear that π(α) and π(γ) are given by

π(α) = ρ0(α)⊗ 1 and π(γ) = ρ0(γ)⊗ U. (3.4)

On the other hand, if we are given any Hilbert space H0 with a unitary operator U acting on it, it is
easy to check that a pair of operators on h0⊗H0 defined by (3.4) can be extended to a representation
of Aq. Therefore, we have the following

Theorem 3.4 Equations (3.4) establish a one-to-one correspondence between ∗–representations of
type π2 and unitary operators.

We again denote π2 also by πU to indicate the classification by unitary operators.

Corollary 3.5 The irreducible ∗–representations of Aq are given by the two families δϕ, ρϕ.

Proof In both cases π = ρu and π = πU the representations are classified by unitary operators,
and in both cases the representations decompose into a direct sum on invariant subspaces if the
corresponding unitary operators do. In other words, in both cases the unitary operators have to act
on a one-dimensional Hilbert space. Thus, the irreducible representations must be of the stated
form.

On the other hand, h0 does not contain any invariant subspace, because a projection to any basis
vector of h0 can be approximated by representation operators, i.e. the given representations are indeed
irreducible.

N.B.: Notice that Lemma 1.6 is the only result of the foregoing chapters used in this section. In
order to prove Lemma 1.6 we did not need to know the irreducible representations.

3.2 Coalgebra structure of Aq

We equip Aq with the coalgebra structure of SUq(2) by requiring the matrix
(

α
γ
−qγ∗

α∗

)
to be a corep-

resentation (cf. [35]). In other words, we have, written symbolically,

∆
(

α
γ
−qγ∗

α∗

)
=

(
α
γ
−qγ∗

α∗

)
⊗

(
α
γ
−qγ∗

α∗

)

which means

∆(α) = α⊗ α− qγ∗ ⊗ γ

∆(γ) = γ ⊗ α + α∗ ⊗ γ.
(3.5)
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We can summarize the structure imposed on Aq up to this point by considering Aq as the ∗–
bialgebra having the matrix

(
α
γ
−qγ∗

α∗

)
as unitary corepresentation. Indeed, if we require this matrix

to be unitary we get all the Relations (a)-(e).
We remark that we are mainly interested in representations up to unitary equivalence (which we

shall denote by ³), because the set of all conditionally positive functionals associated with a given
representation does not change under any equivalence transform. Keeping this in mind, we come back
to representations of the form given by (3.4) and show

Proposition 3.6 For any unitary operator V on H0 the mapping

α 7−→ ρ0(α)⊗ V and γ 7−→ ρ0(γ)⊗ U

can be extended to a ∗–representation of Aq which is unitarily equivalent to that defined by Equations
(3.4).

Proof Consider the unitary transform V on h0 ⊗H0 which maps ek ⊗ f to ek ⊗ V kf . If we apply
V−1 • V to the operators in (3.4) we get the desired equivalence.

Now let π and π̃ be two representations on H and H̃ respectively. The convolution product defined
by

π ? π̃ = (π ⊗ π̃) ◦∆

is a representation on H ⊗ H̃, since ∆ is a homomorphism into Aq ⊗Aq and π⊗ π̃ is a representation
of Aq ⊗Aq. For the two possible convolution products of ρ0 and ρU we find using (3.5)

ρ0 ? ρU (α) = ρ0(α)⊗ U, ρ0 ? ρU (γ) = ρ0(γ)⊗ U

and ρU ? ρ0(α) = U ⊗ ρ0(α), ρU ? ρ0(γ) = U∗ ⊗ ρ0(γ).

Thus, we obtain

Corollary 3.7 πU ³ ρ0 ? ρU ³ ρU∗ ? ρ0.

Now consider the unitary transform U = eiϕ on C. Since ρeiϕ = δϕ and πeiϕ = ρϕ, we have

Corollary 3.8 ρϕ ³ ρ0 ? δϕ ³ δ−ϕ ? ρ0.

We write ρ̂ϕ for the family ρ0 ? δϕ. Thus, we expressed the infinite-dimensional irreducible represen-
tations ρϕ in terms of ρ0 and δϕ up to unitary equivalence. Now we like to carry this over to the
mappings ρϕ ◦ O and ρϕ ◦ T . However, it turns out that the above form is not yet suitable. (This
is mainly due to the fact that an element of K1(K2) is not necessarily mapped by ∆ to the sum of
elementary tensors a⊗ b with a, b ∈ K1(K2).)

We introduce the family

Iϕ1 ϕ2 = δϕ1 ? Id ? δϕ2

of automorphisms of Aq. Then we obtain for the generators

Iϕ1 ϕ2

(
α

γ

)
=

(
ei(ϕ2+ϕ1)α

ei(ϕ2−ϕ1)γ

)
.

The automorphisms Iϕ1 ϕ2 express the two fundamental invariances of Aq, namely multiplying α or
γ, respectively, by eiϕ. In particular, we are interested in the latter case which we obtain by setting
ϕ2 = −ϕ1 = ϕ

2 . We define

Iϕ = I−ϕ
2

ϕ
2
.

Thus, we can write

ρϕ = ρ0 ◦ Iϕ, ρ̂ϕ = ρ0 ◦ I0 ϕ (and δ−ϕ ? ρ0 = ρ0 ◦ I−ϕ 0).

The automorphisms Iϕ have an additional property.
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Proposition 3.9 P ◦ Iϕ = Iϕ ◦ P and (Id− δ1) ◦ Iϕ = Iϕ ◦ (Id− δ1).

Proof Clearly, Iϕ leaves K1 and K2 invariant (i.e. IϕKi = Ki). On the other hand, the elements 1
and α−α∗

2i are not changed by Iϕ at all. Now the statement is obvious.

Notice that

1
1− pα(∗) = Iϕ(

1
1− pα(∗) )

for all ϕ.

Corollary 3.10 Iϕ ◦ O = O ◦ Iϕ and Iϕ ◦ T = T ◦ Iϕ.

For any representation π we denote by Oπ and Tπ the mappings π ◦ O and π ◦ T .

Theorem 3.11 Oρϕ
= Oρ0 ◦ Iϕ and Tρϕ

= Tρ0 ◦ Iϕ.

Proof Using the foregoing proposition and corollary, we obtain

Oρϕ
= ρϕ ◦ O = ρ0 ◦ Iϕ ◦ O = ρ0 ◦ O ◦ Iϕ = Oρ0 ◦ Iϕ

and, similarly, for Tρϕ
.

We conclude this section stating the obvious

Corollary 3.12 δϕ1 ? δϕ2 = δϕ1+ϕ2 .

Thus, the convolution turns the set of all δϕ into a convolution group of states with identity element
δ and δ−ϕ the inverse of δϕ. We will treat the remaining convolution of irreducible representations,
namely ρ0 ? ρ0, in Section 4.1.

Any unitary operator on a separable Hilbert space can be written as a direct integral over the
irreducible unitary operators eiϕ. This fact extends to representations of Aq (see [8]). We will make
this explicit in the next section.

3.3 Representations as direct integrals and consequences for
conditionally positive functionals

Any unitary operator U on a Hilbert space H admits a spectral representation (cf. [9, X.5.3]), i.e.
there is a family νı of finite (positive) regular measures on S = [0, 2π] indexed by ı ∈ I such that the
identification

H =
⊕

ı∈I
L2(S, νı)

can be made. Moreover, if fı : S → C is the component of f ∈ H in L2(S, νı), the restriction of U
onto L2(S, νı) is given by

Ufı(s) = eisfı(s).

In other words, H can be decomposed into a direct sum (of a possibly uncountable number) of L2–
function spaces where U is represented by multiplication with eis.

We have at least two good reasons for assuming H to be separable, i.e. the set I to be countable.
Firstly, our algebra Aq is finitely generated. Hence for any vector η ∈ H the invariant subspace
π(Aq)η is separable. Secondly, for calculating our conditionally positive functionals we only need
scalar products of the form 〈η|π(a)|η〉 with a fixed vector η ∈ H. This vector has components only in
a countable number of subspaces L2(S, νı) whose direct sum is separable.
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Now we consider a mapping ρ̂U : Aq → B(H). It maps a ∈ Aq to an operator which is represented
by multiplication with the function δs(a) of s, i.e.

ρ̂U (a)fı(s) = δs(a)fı(s).

Clearly, this is a well-defined mapping, the representation property holds and it coincides with ρU on
the generators. Therefore, we must have ρ̂U = ρU . This is the decomposition of ρU into irreducible
representations.

Now we apply similar considerations to πU on H = h0⊗H0. We decompose H0 in the same manner
and obtain

h0 ⊗H0 = h0 ⊗
(⊕

ı∈I
L2(S, νı)

)
=

⊕

ı∈I
(h0 ⊗ L2(S, νı)) =

⊕

ı∈I
L2

h0
(S, νı)

where we use the notation L2
h0

(S, νı) = h0 ⊗ L2(S, νı). These spaces can be interpreted as spaces of
square integrable, h0–valued, νı–measurable functions on S. The natural isomorphism is given by

fı =
∑

k∈N0

ek ⊗ fık(s) 7−→ fı(s) =
∑

k∈N0

ekfık(s).

From this correspondence we see that

πU (a)fı(s) = ρs(a)fı(s)

or shorter

πU = ρs = ρ0 ◦ Is.

This is the decomposition of πU into irreducible representations. Obviously, the decomposition carries
over to OπU

and TπU
. We obtain by Theorem 3.11

OπU
= Oρs = Oρ0 ◦ Is and TπU

= Tρs = Tρ0 ◦ Is.

The scalar product 〈•|•〉ı on L2
h0

(S, νı) is given by

〈fı|gı〉ı =
∫

S

〈fı(s)|gı(s)〉 dνı(s).

In order to obtain the scalar product on H we just have to sum this expression over ı ∈ I. Now we
arrive at the main result of this section.

Theorem 3.13 Let ψ be any conditionally positive functional associated (by Theorem 1.1) with a
representation of type πU . Then there is a family ψıs of conditionally positive functionals, all associated
with ρ0 and defined for all ı ∈ I and νı–almost all s ∈ S, such that

ψ =
∑

ı∈I

∫

S

ψıs ◦ Is dνı(s) =
∑

ı∈I

∫

S

δ− s
2

? ψıs ? δ s
2

dνı(s)

on K2.
Moreover, given any measurable family ψıs of conditionally positive functionals associated with ρ0,

satisfying

∑

ı∈I

∫

S

ψıs(ββ∗) dνı(s) < ∞,

there is a conditionally positive functional ψ whose values on K2 are given by the above formula.
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Proof Let ηı(s) ∈ H be the vector which generates the corresponding cocycle ηıs via ηıs(a) =
Oρs(a)ηı(s). Defining

ψıs = 〈ηı(s)|Tρ0 |ηı(s)〉,
we obtain the desired family.

If, on the other hand, ψıs is a family, satisfying the claimed conditions, we can define a state by
ϕ(•) =

∑
ı∈I

∫
S
〈ηıs(β∗)|ρ0(•)|ηıs(β∗)〉 dνı(s). The conditionally positive functional ϕ ◦ T is on K2

given by the stated formula.

In order to complete the decomposition of a general conditionally positive functional, we return to
representations of type ρU . They had been decomposed into the irreducible representations δs. One
easily checks that

Oδs(a) =
δs(a)− δ(a)

e−is − 1

Tδs
(a) =

δs(a)− δ′(a) sin s− δ(a)
|e−is − 1|2

for s > 0. On the other hand, for s → 0 these mappings converge precisely to the elementary Gaussian
cocycle Oδ0 = iδ′ and the elementary Gaussian conditionally positive functional Tδ0 = δ′′

2 associated
with iδ′. The fact that all these mappings are scalar valued leads to the well-known Lévy-Khintchine
formula for the one-dimensional torus.

Theorem 3.14 Let ψ be any conditionally positive functional associated (by Theorem 1.1) with a
representation of type ρU . Then there is a finite (positive) regular measure ν on S such that

ψ =
∫

S

Tδs dν(s)

on K2.

N.B.: Cf. also Example 4.3. It is not too surprising that we recover the results for the one-
dimensional torus which is contained as a subgroup in any of the SUq(2). However, it is absolutely
remarkable that the conditionally positive functionals on this one-parameter subgroup already contain
the general Gaussian part of the quantization of the three-parameter group SU(2) (cf. Section 5.4).

Proof We start with the spectral decomposition as given in the beginning of this section. For the
moment, we identify I with the natural numbers N. From the measures νı we construct the measure

ν̃ =
∑

ı∈I

1
ı2

νı

νı(S)

with respect to which all νı are absolutely continuous. Therefore, we can find ν̃–integrable functions
χı such that

dνı = χı dν̃.

Now let η = ηı(s) be the vector which generates the corresponding cocycle. For its norm we obtain

‖η‖2 =
∑

ı∈I

∫

S

〈ηı(s)|ηı(s)〉 dνı(s) =
∑

ı∈I

∫

S

〈ηı(s)|ηı(s)〉χı(s) dν̃(s)

=
∫

S

(∑

ı∈I
〈ηı(s)|ηı(s)〉χı(s)

)
dν̃(s).

In the last step we used the theorem of monotone convergence. By setting

dν(s) =
∑

ı∈I
〈ηı(s)|ηı(s)〉χı(s) dν̃(s),
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we define the measure ν which appears in the theorem.

Notice that we could have obtained this result directly, if we started from the spectral decompostion
U =

∫
S

eis dEs. Clearly, the measure ν is given by dν(s) = d〈η|Es|η〉. But this derivation does not
show explicitly why the family of possibly infinitely many measures νı can be reduced to a single one
due to the fact that the δϕ are one-dimensional representations.

The result can be reformulated as follows: The unitary operator U and the vector η, describing a
conditionally positive functional associated with a representation of type π1, can be chosen such that
the spectrum of U is simple and that in the spectral representation η is given by η(s) = 1.
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Chapter 4

Topology enters

4.1 The faithful representation ρ0 ? ρ0

Now we investigate the remaining not yet treated convolution of irreducible representations, namely
ρ0 ? ρ0 acting on h0 ⊗ h0 (cf. also [16]). Let ek ⊗ e` be a basis vector of h0 ⊗ h0. According to (3.5)
we have

ρ0 ? ρ0(α)(ek ⊗ e`) =
√

1− q2k
√

1− q2`ek−1 ⊗ e`−1 − qk+`+1ek ⊗ e`

ρ0 ? ρ0(γ)(ek ⊗ e`) = qk
√

1− q2`ek ⊗ e`−1 +
√

1− q2(k+1)q`ek+1 ⊗ e`.

Any vector c ∈ h0 ⊗ h0 can be written in the form

c =
∞∑

k,`=0

ck`ek ⊗ e`.

If we define c−1 ` = ck−1 = 0 we obtain

ρ0 ? ρ0(α)c =
∞∑

k,`=0

(ck+1 `+1

√
1− q2(k+1)

√
1− q2(`+1) − ck`q

k+`+1)ek ⊗ e`

ρ0 ? ρ0(γ)c =
∞∑

k,`=0

(ck `+1q
k
√

1− q2(`+1) + ck−1 `

√
1− q2kq`)ek ⊗ e`.

Let us check if ρ0 ? ρ0(γ)c can be 0. One easily finds by setting k equal to 0, 1, . . . that c0`+1, c1`+2, . . .
must be 0 for ` ∈ N0, i.e. ck` = 0 for k < `. On the other hand, for k ≥ ` we have |ck+1 `+1| > |ck`|.
These cannot be components of a vector unless they vanish for all k, `. Thus, ρ0 ? ρ0 must be of type
π2, hence must be unitarily equivalent to πU0 for some U0. We find

Theorem 4.1 Let {ẽn}n∈Z be an ONB of a Hilbert space H and U0 be the unitary operator defined
by

U0ẽn = ẽn+1.

Then we have the following equivalence

ρ0 ? ρ0 ³ πU0 .

Proof In order to find U0, we just have to identify the subspace H0 on which ρ0 ? ρ0(α) is 0. Then
U0 is unitarily equivalent to the restriction of ρ0 ?ρ0(γ) to this subspace. For a vector c ∈ H0 we must
have

ck+1 `+1 =
qk+`+1

√
1− q2(k+1)

√
1− q2(`+1)

ck`. (4.1)
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We immediately see that any ck` on the coordinate lines, i.e. ck0 or c0`, determines the corresponding
subdiagonal of (ck`), i.e. the ck+j j or cj `+j for all j ∈ N0. The elements of such a diagonal decrease
approximately like q

1
2 (2k)2 , hence are components of a vector.

For n ∈ Z we require e′n ∈ H0 to be the vector whose components fulfill Equation (4.1) and are
such that ck0 = c0` = 0 unless k = n or ` = −n. For all n this vector is unique if we choose cn0

and c0−n respectively in R+ such that e′n has unit length. Obviously, {e′n}n∈Z is an ONB of H0.
Moreover, one easily checks that ρ0 ?ρ0(γ) maps any e′n to e′n+1. Therefore, πU0 is unitarily equivalent
to ρ0 ? ρ0.

In [35] Woronowicz shows (for |q| ∈ (0, 1]) that the set of all

α
˘̀
γ∗mγn for ` ∈ Z; m,n ∈ N0

is a basis for Aq. (For the notation cf. the conventions). In order to prove the case |q| ∈ (0, 1) he
introduced precisely the representation πU0 . In the course of this proof it becomes clear that πU0 is a
faithful representation.

We easily see that any element a ∈ Aq can be written uniquely in the form

a =
∑

k,`∈Z

αk̆γ
˘̀
Pk`(γ∗γ) (4.2)

where Pk` are polynomials and different from 0 only for a finite number of pairs k, ` ∈ Z. Thus, Aq,
as a vector space, has an obvious Z × Z–graduation. The homogeneous elements are αk̆γ

˘̀
Pk`(γ∗γ)

with their degree d given by

d(αk̆γ
˘̀
Pk`(γ∗γ)) = (k, `).

Checking that

d(ab) = d(a)d(b) and d(a∗) = d(a)−1

for all homogeneous a, b ∈ Aq, we see that Aq is a Z× Z–graded ∗–algebra.

4.2 ρ0 ? ρ0 as a C∗–algebra isomorphism

Now we consider the ∗–algebra πU0(Aq) ⊂ B(h0 ⊗ H) equipped with the operator norm. In the
sequel, we will see that the norms of Aq and this operator algebra coincide, hence the two algebras
are isomorphic as pre–C∗–algebras. In this way, we obtain that ρ0 ? ρ0(A) is an operator C∗–algebra
isomorphic to A.

The representations of A decompose into a direct integral over irreducible representations. Thus,
‖π(a)‖ cannot be greater than the supremum over all irreducible representations. We obtain

‖a‖ = sup
π irr.

‖π(a)‖ = max
(

sup
s∈S

|δs(a)|, sup
s∈S

‖ρ̂s(a)‖
)

.

We show that we can forget about the first term in the maximum. Let a ∈ Aq be expanded
according to the graduation (4.2). We have

|δs(a)| =
∣∣∣
∑

k∈Z

δs(αk̆)Pk0(0)
∣∣∣ =

∣∣∣
∑

k∈Z

eiskPk0(0)
∣∣∣.

Now let cn(λ) ∈ h0 for λ ∈ (0, 1) be a sequence of unit vectors defined by

cn(λ) =
∞∑

k=n

cnk(λ)ek
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with

cnk(λ) = cn0(λ)
λk

√
1− q2 · · ·

√
1− q2k

and cn0(λ) ∈ R+ such that the unit condition is fulfilled. (The denominator of cnk can be estimated
using the function eq2(z) introduced in Appendix A.) By an easy calculation we obtain for these
vectors

〈cn(λ)|ρ̂s(αk̆)|cn(λ)〉 = λk̆eisk

independent of n. On the other hand,

‖ρ̂s(γ)cn(λ)‖ ≤ qn.

Thus, we have

lim
λ→1

lim
n→∞

∣∣∣〈cn(λ)|ρ̂s(a)|cn(λ)〉
∣∣∣ =

∣∣∣
∑

k∈Z

eiskPk0(0)
∣∣∣.

In this manner, we obtain

|δs(a)| ≤ ‖ρ̂s(a)‖
or in other words

‖a‖ = sup
s∈S

‖ρ̂s(a)‖.

This result is closely related to that obtained by Coburn in [7]. He shows that the operator C∗–
algebras generated by the one–sided shift operator and the direct sum of the one–sided shift and
a unitary operator are isomorphic and, therefore, have the same norm. Recently, we received a
preprint of Nica [19] in which a family Tq of C∗–algebras the so-called quantized Toeplitz algebra
is investigated. We note that the operator C∗–algebras ρϕ(A) are isomorphic to Tq.

Returning to the foregoing formula, we can say that for all unitary operators U with spectrum eiS ,
i.e. the whole unit circle, the operator norm on ρ0 ? ρU (Aq) and the norm on Aq coincide. Clearly,
U0 fulfills this condition. (By considering the mapping ẽn 7→ eins ∈ L2(S) we obtain the spectral
representation of U0 on L2(S). See the survey of Koornwinder [14] and [16].) Thus, we obtain

Theorem 4.2 The algebras Aq and ρ0 ? ρ0(Aq) are isomorphic pre–C∗–algebras and the algebras A
and ρ0 ? ρ0(A) are isomorphic C∗–algebras. The isomorphism is given by ρ0 ? ρ0.

Using the vectors cn(λ) we obtain the following

Corollary 4.3 Any state associated with a representation of type π1, and consequently any such con-
ditionally positive functional, can be approximated pointwise by states associated with a representation
of type π2. More precisely, we have

〈η|ρU |η〉 = lim
λ→1

lim
n→∞

〈cn(λ)⊗ η|ρ0 ? ρU |cn(λ)⊗ η〉.

Now we easily see that the structure maps of the coalgebra structure of Aq are continuous. δ
is a one-dimensional representation. ∆ is an algebra homomorphism into Aq ⊗ Aq. Since A is of
type I there is a unique C∗–algebra A⊗A which is the closure of Aq ⊗Aq with respect to the unique
norm (see [21, p.393]). We find the norm if we take the norm of the isomorphic operator algebra
ρ0 ? ρ0(A)⊗ ρ0 ? ρ0(A). Now we can interpret ∆ as a representation mapping to B(h0⊗h0⊗h0⊗h0).
Hence, both δ and ∆ are representations and therefore continuous.

By defining the antipode S by

S
(

α
γ
−qγ∗

α∗

)
=

(
α∗

−qγ
γ∗

α

)
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and extending it as an anti-homomorphism, Aq is turned into a Hopf ∗–algebra (see [35]). From

S(γ∗k) = (−q−1γ∗)k

we easily see that the antipode is not continuous. Now we close this section by giving the complete
definition of SUq(2) equivalent to that introduced by Woronowicz [35, 36].

For q ∈ [−1, 1] the matrix pseudo (quantum) group SUq(2) is given by a C∗–bialgebra A and a
∗–bialgebra Aq for both of which the matrix

(
α

γ

−qγ∗

α∗

)

is a unitary corepresentation. For q 6= 0 we can Aq turn into a Hopf ∗–algebra. The norm on A is
given by the supremum on the operator norms of all representations.

4.3 Continuous cocycles and continuous conditionally positive
functionals

In this section we solve the problem of finding all continuous cocycles and all continuous conditionally
positive functionals on Aq. Clearly, this means that we find all conditionally positive functionals on
A. This is because Id− δ1 is a continuous mapping onto K1, the completion of K1, which, therefore,
becomes a C∗–subalgebra of A. Thus, since the restriction of any conditionally positive functional ψ
on A to K1 is positive on K1, it must be a continuous mapping on K1. On the other hand, we have

ψ = ψ ◦ (Id− δ1) + ψ(1)δ

which is clearly a continuous mapping on A.

For any representation π we have to find all vectors η in the representation space H for which
the mappings Oπη and 〈η|Tπ|η〉+ r1δ + r2δ

′ are continuous or, equivalently, we have to find all η for
which any bounded sequence (an)n∈N ∈ Aq by these two mappings is mapped to a bounded sequence
in H and C, respectively. First we show that we do not loose any continuous conditionally positive
functional if we restrict ourselves to continuous cocycles.

Proposition 4.4 Let η be any cocycle. Then we have

η is not continuous =⇒ ψ is not continuous

for any corresponding ψ.

Proof Let (an) be a bounded sequence for which ‖η(an)‖2 is unbounded. Then for the sequence
(bn) with

bn = (Id− δ1)(an
∗)(Id− δ1)(an),

ψ(bn) = ‖η(an)‖2 is unbounded although (bn) is bounded.

By the following lemma we reduce the problem of finding the continuous cocycles to that of
investigating the bounded sequence (α∗n)n∈N.

Lemma 4.5 Let π be any ∗–representation of Aq and η any vector in the representation space H.
Then the following two conditions are equivalent:

(i) η ∈ π(1− α∗)H, i.e. there is a vector ζ ∈ H such that η = π(1− α∗)ζ.

(ii) There is a constant C > 0 such that ‖Oπ(α∗n)η‖2 ≤ C for all n ∈ N.
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Proof Let ζ be a vector such that the first condition is fulfilled. Then

(−πζ) ◦ (Id− δ1) = Oπη

is the cocycle generated by η which, therefore, is continuous. This yields the second condition.

Now let C > 0 be a constant such that the second condition is fulfilled. We split the proof according
to the invariant subspaces H1, and H2.

We have iδ′(α∗n) = n, i.e. δ′ is not continuous. Therefore, η cannot have a component in Hδ.

In the case of H1, let u be given by its spectral decomposition

u =
∫ 2π

0

eiϕ deϕ = lim
λ→0+

∫ 2π−λ

λ

eiϕ deϕ.

The (strong) limit is due to the fact that 1 is not in the discrete spectrum of u (otherwise Hδ would
not be the trivial subspace). For Oπ(α∗n) we obtain

Oπ(α∗n) =
∫ 2π

0

e−inϕ − 1
e−iϕ − 1

deϕ = lim
λ→0+

∫ 2π−λ

λ

e−inϕ − 1
e−iϕ − 1

deϕ.

Now the second condition reads
∫ 2π−λ

λ

∣∣∣∣
e−inϕ − 1
e−iϕ − 1

∣∣∣∣
2

dµ(ϕ) ≤ C for all λ ∈ [0, π] and n ∈ N,

where we write

dµ(ϕ) = d〈η|eϕ|η〉.
We have

|e−iϕ − 1|2 = 2(1− cos ϕ).

On the other hand, we find by summing the equation

cos νϕ sin
1
2
ϕ =

1
2

(
sin(ν +

1
2
)ϕ− sin(ν − 1

2
)ϕ

)

for ν = 1, . . . , n the well-known formula
n∑

ν=1

cos νϕ =
1
2

sin(n + 1
2 )ϕ

sin 1
2ϕ

− 1
2
.

Using the estimate

sin
1
2
ϕ ≥ ϕ

π
for ϕ ∈ [0, π]

and a similar estimate for the interval [π, 2π], we obtain

1
n

n∑
ν=1

cos νϕ ≤ 1
2

for ϕ ∈ [π
n , 2π − π

n ].

Therefore, choosing n such that λ ≥ π
n , we obtain

C =
1
n

n∑
ν=1

C ≥
∫ 2π−λ

λ

2
1− 1

n

n∑
ν=1

cos νϕ

|e−iϕ − 1|2 dµ(ϕ) ≥

≥
∫ 2π−λ

λ

1
|e−iϕ − 1|2 dµ(ϕ)
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for all λ ∈ (0, π]. This is nothing but the statement that

ζ = − lim
λ→0+

∫ 2π−λ

λ

1
e−iϕ − 1

deϕη

is a vector in H1. Clearly, ζ fulfills condition (i), for H = H1.

Now we come to the case of H2. First we give O(α∗n) in the explicit form

O(α∗n) =
n−1∑

`=1

α∗`.

We introduce the renormed orthogonal basis {ēk}k∈N0
in the Hilbert space h0 by

ēk =
√

1− q2 · · ·
√

1− q2kek

in which ρ0(α∗) is given by

ρ0(α∗)ēk = ēk+1.

Let η ∈ h0 ⊗H0 be given by the expansion

η =
∞∑

k=0

ēk ⊗ ck with ck ∈ H0.

We obtain (by putting c` equal to 0 if ` < 0)

Oπ(α∗n)η =
n−1∑

`=1

∞∑

k=0

ēk+` ⊗ ck =
∞∑

k=0

ēk ⊗
(

k∑

`=k−n+1

c`

)
.

Therefore, condition (ii) reads

K∑

k=0

(1− q2) · · · (1− q2k)

∥∥∥∥∥
k∑

`=k−n+1

c`

∥∥∥∥∥

2

≤ C for all n,K ∈ N.

If we set n = K + 1, the inner sum starts from 0:

K∑

k=0

(1− q2) · · · (1− q2k)

∥∥∥∥∥
k∑

`=0

c`

∥∥∥∥∥

2

≤ C for all K ∈ N.

Thus, we see that

ζ =
∞∑

k=0

ēk ⊗
(

k∑

`=0

c`

)

is the claimed vector ζ in H2.

We obtain as an immediate corollary

Theorem 4.6 Let ψ be any continuous conditionally positive functional on Aq. Then there are a
∗–representation π, a vector η1 in the representation space H, and a number r ∈ R such that

ψ = rδ + 〈η1|π|η1〉 ◦ (Id− δ1).

The corresponding 1–cocycle η is given by

η = (πη1) ◦ (Id− δ1).
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Proof Let η be the cocycle associated with ψ by Theorem 1.1. Since ψ is continuous, η must be
also continuous due to Proposition 4.4. Thus, choosing η1 = −ζ by the foregoing Lemma we obtain
that η is indeed of the claimed form.

On the other hand, one easily checks that 〈η1|π|η1〉 ◦ (Id − δ1) coincides with ψ on K2 and is
continuous on A. According to Theorem 2.8, we can choose a real linear combination of δ and δ′ in
order to obtain ψ on the whole A. However, δ is continuous and δ′ is not. Therefore, the coefficient
of δ′ must be 0.

Notice that we obtain the number r by evaluating the functional ψ at the identity. The infinitesimal
generators of white noises are the conditionally positive functionals vanishing at 1. We obtain them
by setting r equal to 0.

By the above formulae we can associate with any given vector η1 precisely one continuous cocycle
and precisely one continuous infinitesimal generator.

Finally, we remark that the mappings O and T are not continuous (neither as mappings on Aq

nor in the induced strong and weak topologies), i.e. there are cocycles which are not continuous.

Example 4.1 For representations πU we find that any cocycle generated by a vector η of the form
η = ek ⊗ f with f ∈ H0 is not continuous.

Example 4.2 For the representations ρu we find that the corresponding mappings Oρu
and Tρu

are
continuous if and only if there is a ‘gap’ around 1 in the spectrum of u.

4.4 Stronger norms on Aq

In this section we equip Aq with two further norms in which all cocycles and all conditionally positive
functionals, respectively, become continuous. To that goal we need some technical preparation.

Lemma 4.7 For p ∈ (0, 1) we have

1
1− pα∗

1
1− pα

≥ 1
4
1.

Proof Since ‖1− pα∗‖ ≤ 2 for all p ∈ (0, 1) the element

A = 1− λ(1− pα∗)(1− pα)

is invertible in A for all λ ∈ [0, 1
4 ). Therefore, we have

(1− pα)A−1(1− pα∗) =
(

1
1− pα∗

1
1− pα

− λ1
)−1

.

This means that λ is not in the spectrum of our (positive) element of A.

Now we can show the four fundamental inequalities.

Proposition 4.8

(i) ‖a‖ ≤ 2‖O(a)‖ , a ∈ K1

(ii) ‖O(a)‖ ≤ 2‖T (a)‖ , a ∈ K2

(iii) ‖O(ab)‖ ≤ 2‖O(a)‖ ‖O(b)‖ , a, b ∈ K1

(iv) ‖T (ab)‖ ≤ 4‖T (a)‖ ‖T (b)‖ , a, b ∈ K2.
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Proof We identify elements of A with their images under the faithful representation ω. Because of
the lemma we have for all f ∈ Hω, p ∈ (0, 1), and a ∈ K1

〈f |aa∗|f〉 ≤ 4
〈

f

∣∣∣∣a
1

1− pα∗
1

1− pα
a∗

∣∣∣∣ f

〉
.

Since a 1
1−pα∗ converges to O(a) strongly for a ∈ K1, we obtain (i) by performing the limit p → 1,

taking the supremum over ‖f‖ = 1, and taking the square root. (ii) follows similarly by using the
inequality

〈
f

∣∣∣∣
1

1− pα
a∗a

1
1− pα∗

∣∣∣∣ f

〉
≤ 4

〈
f

∣∣∣∣
1

1− pα
a∗

1
1− pα∗

1
1− pα

a
1

1− pα∗

∣∣∣∣ f

〉
,

and taking into account that 1
1−pαa 1

1−pα∗ converges to T (a) strongly for a ∈ K2. Since ‖T (a)‖ =
‖T (a∗)‖, we obtain (iii) and (iv) directly from (2.1) and (2.2) together with (i) and (ii), respectively.

Corollary 4.9 (i) The mapping a 7→ ‖a‖O = 2‖O(a)‖ is a norm on K1. The completion KO of
K1 with respect to this norm is a Banach algebra.

(ii) The mapping a 7→ ‖a‖T = 4‖T (a)‖ is a norm on K2. The completion KT of K2 with respect to
this norm is an involutive Banach algebra.

N.B.: The involution cannot be extended to a continuous mapping on KO. Consider the sequence
{α∗kE0}k∈N0 . (Here we identify E0 with the unique element of K1 which is mapped to the projection
E0 by a faithful representation.) From

E0α
k 1
1− pα∗

= E0α
k

k∑

i=0

(pα∗)i

we see that the elements α∗kE0 and their adjoints are elements of KO. However, O(α∗kE0) = α∗kE0

is a bounded sequence and O(E0α
k) = E0α

k
k∑

i=0

α∗i is not. One easily calculates in the irreducible

representation ρ0

〈e0|Oρ0(E0α
k)Oρ0(E0α

k)∗|e0〉 = (1− q2) · · · (1− q2k)
k∑

i=0

(1− q2k) · · · (1− q2(k−i+1)) ≥

≥ k
1

eq2(q2)2
.

Therefore, KO cannot be an involutive Banach algebra. Furthermore, we see that if a∗, b ∈ KO then
ab ∈ KT . Thus, E0 is an element of KT .

So far we obtained the non-unital Banach algebras KO and KT . Now we show that we can extend
the norms ‖ • ‖O, and ‖ • ‖T to Aq such that (Aq, ‖ • ‖O), and (Aq, ‖ • ‖T ) are a normed algebra and
an involutive normed algebra, respectively. Together with the original C∗–norm the three norms show
to be increasing.

Theorem 4.10 The norms ‖ • ‖O and ‖ • ‖T can be extended to norms on Aq. More precisely, we
have:

(i) The mapping a 7→ ‖a‖O = |δ(a)| + 2‖O(a)‖ is a norm on Aq. The completion AO of Aq with
respect to this norm is a Banach algebra with unit. Moreover, we have AO = C1⊕KO.

(ii) The mapping a 7→ ‖a‖T = |δ(a)|+2‖O(α−α∗
2i )‖ |δ′(a)|+4‖T (a)‖ is a norm on Aq. The completion

AT of Aq with respect to this norm is an involutive Banach algebra with unit. Moreover, we
have AT = C1⊕C α−α∗

2i ⊕KT .
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(iii) We have ‖a‖T ≥ ‖a‖O ≥ ‖a‖, so that AT ⊂ AO ⊂ A.

Proof If we adjoin a unit to KO in the usual way (see e.g. [8]), we obtain (i).

Next we show (iii). Let any a ∈ Aq be given in the canonical Expansion (1.7), i.e.

a = c11 + c2
α− α∗

2i
+ c

with c ∈ K2 and c1, c2 ∈ C. Using (ii) and (i) of Proposition 4.8, we obtain

‖a‖T = |c1|+ 2|c2| ‖O(
α− α∗

2i
)‖+ 4‖T (c)‖ ≥

(ii)
≥ |c1|+ 2|c2| ‖O(

α− α∗

2i
)‖+ 2‖O(c)‖ ≥

≥ |c1|+ 2‖O(c2
α− α∗

2i
+ c)‖ = ‖a‖O ≥

(i)
≥ |c1|+ ‖c2

α− α∗

2i
+ c‖ ≥ ‖a‖,

In order to prove (ii) we first show that C α−α∗
2i ⊕KT is an involutive Banach algebra with the

norm described in (ii). The only property of an involutive Banach algebra which still has to be shown
is the product inequality ‖ab‖ ≤ ‖a‖ ‖b‖. It suffices to prove it for a, b ∈ K1. We obtain

‖ab‖T = 4‖T (ab)‖ ≤
≤ 4‖O(a∗)‖ ‖O(b)‖ = ‖a∗‖O‖b‖O ≤
≤ ‖a‖T ‖b‖T

where we used (iii). To this algebra we can adjoin a unit as in (i).

N.B.: Notice that {α∗k}k∈N0 is a sequence which is bounded in A but unbounded in AO (cf.
Section 4.3), and that {(αk − 1)(α∗ − 1)}k∈N0 is a sequence which is bounded in AO but unbounded
in AT (use (2.1) and (2.2) to reduce the latter case to the foregoing). Therefore, not any two of the
three unital Banach algebras coincide. Furthermore, notice that the adjoint of the latter sequence is
bounded in AO, too. Therefore, even AO ∩ AO∗ 6= AT . If we equip this intersection with the norm
max(‖ • ‖O, ‖(•)∗‖O), we obtain another involutive Banach algebra which itermediates AT and AO.
Notice further that (again using (2.1) and (2.2)) AqKOAq = KO and AqKTAq = KT , and KO is a
left ideal in A. But neither KO nor KT are ideals in A. We mention also that the projection P is
continuous on AO, because |δ′(•)| = |δ ◦ O(•)| ≤ ‖O(•)‖. Of course, all cocycles and conditionally
positive functionals are continuous mappings on AO and AT , respectively.

We further mention that the operations of O and T are in analogy to the operations of the first
and second derivative of the functions a(ϕ) = δϕ(a), respectively. In both cases we have that the
uniform convergence of the first (second) derivative of a sequence an, implies the convergence of the
sequence (the first derivative of the sequence), if only the convergence at one single basis vector, here
1 (α−α∗

2i ), is guaranteed.

4.5 Lévy-Khintchine formula for SUq(2)

At the end of Chapter 2 we mentioned that the problem of finding cocycles consists mainly in ‘inverting’
the element β∗. Of course, we cannot invert β∗ as an element of an algebra, because it is not invertible.
But by looking carefully at the formulae, one realizes that we actually inverted the operations of
multiplication with β∗ from the right in the case of O, and conjugation with β in the case of T .

Theorem 4.11 (i) The algebra Aqβ
∗ ⊂ K1 is dense in KO. Moreover, Aβ∗ = KO and O : Aβ∗ →

A is a Banach space isomorphism with the inverse given by a 7→ aβ∗.

41



(ii) The ∗–algebra βAqβ
∗ ⊂ K2 is dense in KT . Moreover, βAβ∗ = KT and T : βAβ∗ → A is an

involutive Banach space isomorphism with the inverse given by a 7→ βaβ∗.

Proof Obviously, Aβ∗ is the closure of Aqβ
∗ and, therefore, a subset of KO. And, obiously, O is an

isometry from Aβ∗ onto A and multiplication with β∗ from the right its inverse. On the other hand,
we also have O(KO) = A and, therefore, KO = Aβ∗. This proves (i). The proof of (ii) is completely
anologous.

Corollary 4.12 KO∗KO = KT .

We explained how to reverse the action of β∗ on the algebraic level. Another possibility of giving
sense to β∗−1 is on the level of representations. It consists in either restricting the domain of π(β∗)−1

such that the range coincides with H (this will be done rather for β than for β∗), or enlarging the
range such that π(β∗)−1f has a precise meaning for any f ∈ H. Clearly, for this it is necessary that β∗

and β are mapped to injective operators. Each of these two conditions is equivalent to the condition
that the invariant subpace Hδ is given by the nullspace. Therefore, in the remainder of this section
we assume these conditions to be fulfilled, and we identify the elements of A with their images under
the representation π on H.

We introduce the triplet of Hilbert spaces

Hβ∗ ⊃ H ⊃ Hβ

as follows. Hβ = βH and the scalar product 〈•|•〉β on Hβ is such that β : H → Hβ becomes a
Hilbert space isomorphism, i.e.

〈•|•〉β = 〈β−1 • |β−1•〉.

Hβ∗ is the completion of H with respect to the scalar product

〈•|•〉β∗ = 〈β∗ • |β∗•〉.

Clearly, β∗ can be extended continuously to a Hilbert space isomorphism β∗ : Hβ∗ → H. Moreover,
H is dense in Hβ∗ by definition. By Lemma 2.1 and the remark following Proposition 5.15 we realize
that Hβ is dense in H, too.

Now we can ask two questions. Firstly, what is the completion of the space consisting of all
continuous linear functionals on Hβ of the form 〈f |•〉, f ∈ H? Secondly, which of the functionals
〈g|•〉, g ∈ H can be extended continuously to Hβ∗? The answer is given by

Proposition 4.13 The spaces Hβ∗ and Hβ are dual in a canonical way. More precisely, let {fn}n∈N

with fn ∈ H be a representative of f ∈ Hβ∗ .

(i) By setting

F (g) = lim
n→∞

〈fn|g〉, g ∈ Hβ ,

we establish a one-to-one correspondence between continuous linear functionals F on Hβ and
elements f ∈ Hβ∗ . We have ‖F‖ = ‖f‖β∗ .

(ii) By setting

G(f) = lim
n→∞

〈g|fn〉, f ∈ Hβ∗ ,

we establish a one-to-one correspondence between continuous linear functionals G on Hβ∗ and
elements g ∈ Hβ. We have ‖G‖ = ‖g‖β.
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Proof For any pair (f, g) of vectors f ∈ Hβ∗ and g ∈ Hβ there is a (unique) pair (f ′, g′) of vectors
f ′, g′ ∈ H such that f = β∗−1f ′ and g = βg′, and β∗fn converges in H to f ′. Therefore, we have

F (g) = 〈f ′|g′〉 = G(f),

i.e. the given linear functionals F (g) and G(f) have the whole spaces Hβ and Hβ∗ , respectivly, as their
domain. For their norms we obtain

‖F‖ = sup
‖g‖β=1

〈f ′|g′〉 = sup
‖g′‖=1

〈f ′|g′〉 = ‖f ′‖ = ‖f‖β∗

and

‖G‖ = sup
‖f‖β∗=1

〈g′|f ′〉 = sup
‖f ′‖=1

〈g′|f ′〉 = ‖g′‖ = ‖g‖β ,

respectively. Therefore, F and G are indeed continuous.
On the other hand, given any two continuous linear functionals F and G on Hβ and Hβ∗ , there

are vectors f ′′ ∈ Hβ and g′′ ∈ Hβ∗ , such that F (•) = 〈f ′′|•〉β and G(•) = 〈g′′|•〉β∗ , respectively.
Obviously, the vectors f = β∗−1β−1f ′′ ∈ Hβ∗ and g = ββ∗g′′ ∈ Hβ generate F and G in the stated
way.

Corollary 4.14 For any representation π of A with π(β∗) injective we have

(i) For any a ∈ Aβ∗ the mapping π(a) ∈ B(H, H) can be extended (uniquely) to a mapping πβ∗(a) ∈
B(Hβ∗ ,H) with ‖πβ∗(a)‖ = ‖Oπ(a)‖. For any f ∈ Hβ∗ we have

πβ∗(a)f = Oπ(a)β∗f.

(ii) If we interprete for a ∈ βA the element π(a) ∈ B(H, H) as an element of B(H, Hβ), we indicate
this by writing πβ(a). For any a ∈ βAβ∗ the mapping πβ(a) ∈ B(H, Hβ) can be extended
(uniquely) to a mapping πββ∗(a) ∈ B(Hβ∗ ,Hβ) with ‖πββ∗(a)‖ = ‖Tπ(a)‖. For any f, g ∈ Hβ∗

we have

F (πββ∗(a)g) = 〈β∗f |Tπ(a)|β∗g〉.

Proof The statements are straightforward applications of the fact that an operator B : D1 → H2

from a pre-Hilbert space D1 which is dense in H1 to a Hilbert space H2 allows a continuous
extension to H1 if and only if there is a constant C, such that

|〈g|Bf〉2| ≤ C‖g‖2‖f‖1
for all f ∈ D1, g ∈ H2. The smallest of these constants is the norm ‖B‖ of B ∈ B(H1,H2).

We also write F (πββ∗(a)g) = 〈f |πββ∗(a)|g〉.
As an immediate consequence we obtain a new formulation of Theorem 2.8, at least for the condi-

tional positive functionals without Gaussian parts.

Proposition 4.15 Let π be a representation of A with π(β∗) injective. Then

η(a) = πβ∗ ◦ (Id− δ1)(a)η1

establishes a one-to-one correspondence between cocycles η with respect to π and elements η1 in Hβ∗ .
By choosing arbitrary real numbers r1, r2, we obtain all conditionally positive functionals ψ fulfilling
property (1.2) by

ψ(a) = r1δ(a) + r2δ
′(a) + 〈η1|πββ∗ ◦ P(a)|η1〉.

The connection between η1 and ηα∗ is given by η1 = β∗−1ηα∗ .
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We ommit the subscript ββ∗, because no confusion about the domain and range of π can arise,
and give a formula for the conditionally positive functionals which may be considered as one of the
main results of these notes: the analogue of the classical Lévy-Khintchine formula.

Theorem 4.16 Any conditionally positive functional ψ can be written in the form

ψ(a) = ψδ(a) + 〈η1|π ◦ P|η1〉,

where π is a representation with π(β∗) injective, η1 ∈ Hβ∗ , and ψδ is a Gaussian part according to
Corollary 2.11. The correspondence between conditionally positive functionals and triples (π, η1, ψδ)
is one-to-one up to unitary equivalence.

We explained already in the introduction, why this formula is in formal analogy to the classical
case (see also Section 5.4). However, we mention again that the Gaussian part ψδ and the projection
P, written explicitly, are in formal anology rather to the one-parameter case than to the classical
SU(2).

Furthermore, we want to emphasize that the calculation of this simpler looking expressions is by
no means less difficult than the calculation of our original formulation in Theorem 2.8. The elements
of Hβ∗ are given as sequences fn ∈ H such that β∗fn converges to an element of H. That means that
in the latter formulation, in contrast to the first formulation, the limit has to be performed for any
classifying pair (π, η1) separately. Cf. Example 2.5.

Example 4.3 Consider a representation ρU =
∫

δs dEs without Gaussian part. For a vector ηα∗ ∈ H
we can define a conditionally positive functional

ψ =
∫
Tδs dν(s),

where dν(s) = d〈ηα∗ |Es|ηα∗〉. On the other hand, our new formula reads

ψ =
∫

δs ◦ P dµ(s),

where dµ(s) = d〈η1|Es|η1〉 (which is to be understood as the extension of measures of the form
d〈η|Es|η〉 to vectors in Hβ∗). The two formulae coincide, because |e−is − 1|2 dµ(s) = dν(s). However,
notice that δ ◦P = 0. This shows that, in contrast to our first formulation, it is not possible to include
a Gaussian part in the new formulation.
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Chapter 5

The exceptional cases q = −1, 0, 1

In this chapter we investigate the remaining cases q = 0, q = 1, and q = −1. The results for q = 0
coincide completely with those for |q| ∈ (0, 1) obtained in the preceeding chapters. Just the proofs
of some lemmas and propositions must be adapted carefully to this case. It is known that the C∗–
completions A are isomorphic for all q ∈ (−1, 1) (see [35]). We give a new algebraic proof of this fact.
It turns out that the algebras AO,AT ,KO,KT , considered as subalgebras of A are also independent
of q ∈ (−1, 1). However, notice that the norms ‖ • ‖O, ‖ • ‖T depend on q.

Although at least the classical case q = 1 is known, we also investigate the cases q = −1, 1 with
our methods, to have a unified reference for the results of Chapter 6. The anti-classical case q = −1
seems to be still unknown.

5.1 The case q = 0

The very first step in the main arguments of the preceeding chapters was to split up the representation
spaces into a part H1, where γ is mapped to 0, and a part H2, where γ is mapped to an injective
operator. These subspaces showed to be invariant subspaces and on H2 we could apply Lemma 1.6.
However, we see from Relation (d) that in the case when q = 0 either α or α∗ must be different from 0
if γ is different from 0. On the other hand, by the adjoint of Relation (a) or (b) it follows that γ cannot
be injective at all. Nevertheless, it is still possible to decompose a given representation into invariant
subspaces H1 and H2 such that π1(γ) = 0 and Lemma 1.6 holds for π2(α). Since it is not possible to
give another simple characterization of these subspaces (such as π2(γ) is injective), we postpone the
proof of this statement. In order to proceed as in Chapter 2 we only need to know the following

Proposition 5.1 By replacing in the expressions of πU0 the parameter q formally by 0 (with the
convention 00 = 1), a representation of A0, again denoted by πU0 , is defined. This representation is
faithful and Lemma 1.6 holds.

Proof It is easy to see that the expressions of any representation of type π2 extended formally to
q = 0 define a representation of A0. In the case of πU0 the element α is mapped to a multiple of the
one-sided shift operator and, therefore, Lemma 1.6 holds. The faithfulness of πU0 follows from the
proof of the next proposition.

Proposition 5.2 The elements α∗kγm̆α` for k, ` ∈ N0 and m ∈ Z form a basis of A0.

Proof First we have to make clear that any monomial in A0 can be expressed as a (finite) linear
combination of the given vectors. Notice that due to the relations α∗ is an isometry, i.e. αα∗ = 1,
and γ∗γ is a projection with the additional property that γ(∗)γ∗γ = γ(∗). Thus, any factor in the
monomial consisting of an accumulation of γ’s and γ∗’s, reduces to either γm̆,m 6= 0 or γ∗γ. The
latter can be reduced by Relation (e) to the difference of two monomials with no γ’s at this position.

The remaining accumulations of α’s and α∗’s between the γm̆’s can be brought into the form
α∗kα`, k, ` ∈ N0 by the isometry property. But, any such factor having k 6= 0 and ` 6= 0 whose
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position is not on the extreme left and the extreme right, respectively, cancels with the neighbouring
γ’s. Thus, the given set of vectors indeed spans A0.

The linear independence is still to be shown. For this aim we introduce the following linear
functionals χkm` on A0. Let

χkm` = 〈ek ⊗ ẽm|πU0 |e` ⊗ ẽ0〉

for m 6= 0 and

χk0` = 〈ek ⊗ ẽ0|πU0 |e` ⊗ ẽ0〉 − 〈ek−1 ⊗ ẽ0|πU0 |e`−1 ⊗ ẽ0〉,

where we defined e−1 = 0. The functionals fulfill

χk′m′`′(α∗
kγm̆α`) = δk′kδm′mδ`′`

for all k, k′, `, `′ ∈ N0 and m,m′ ∈ Z. This proves the linear independence. Moreover, it is now clear
that πU0 must be a faithful representation.

If we combine this with the theorem of Woronowicz given in [35], we obtain

Corollary 5.3 The elements α∗kγm̆α` for k, ` ∈ N0 and m ∈ Z form a basis of Aq for any q ∈ [−1, 1].

Proof Let q be different from 0. We have

α∗α(α∗k−1αk−1) = (1− γ∗γ)α∗k−1αk−1 = α∗k−1(1− q2(k−1)γ∗γ)αk−1 =

= (1− q2(k−1))α∗k−1αk−1 + α∗kαk.

Thus, we can show that (α∗α)n and, henceforth, (γ∗γ)n is a linear combination of {α∗kαk}k=0,...,n

by induction. By Woronowicz’s theorem we know that for all ` ∈ N, n ∈ N0 and m ∈ Z any of
the sets V`n = {α∗`γm̆(γ∗γ)k}k=0,...,n, V−`n = {γm̆(γ∗γ)kα`}k=0,...,n, and V0n = {γm̆(γ∗γ)k}k=0,...,n

is linearly independent. Clearly, this must hold for any of the sets V ′
`n = {α∗`+kγm̆αk}k=0,...,n,

V ′
−`n = {α∗kγm̆α`+k}k=0,...,n, and V ′

0n = {α∗kγm̆αk}k=0,...,n, because V`n and V ′
`n span the same

n + 1–dimensional vector space for any ` ∈ Z. Now the statement is obvious, because Aq is spanned
by the union of all these sets which mutually linearly independent.

Let us return to the case q = 0. It is easy to check that decomposition (1.7), the formula for the
projection P onto K2, and the proofs of Lemma 2.1, and Theorems 2.2 and 2.3 remain unchanged, if
q is replaced by 0. For the values of O on the generators we obtain O(γ(∗)) = −γ(∗), O(α) = −α, and,
of course, O(α∗) = 1. This means that in this case O is a mapping onto A0. This corresponds to the
fact that the values of any cocycle η on the generators can be calculated from its value on β∗ by direct
use of Relations (1.6), i.e. without arguments like injectivity or invertibility of operators. Therefore,
Lemma 2.6 remains true, too. Finally, we obtain the analgue of Theorem 2.8.

Now we come to the representations of A0. As in Chapter 3 we introduce (for any representation)
the operators Ek with q replaced by 0. This yields

Ek = α∗kαk − α∗k+1αk+1 = α∗kγ∗γαk.

From the relations it is immediate that the Ek form again a set of orthogonal projections, and the

commutation relations with the generators do not change. Therefore, the subspace onto which
∞∑

k=0

Ek

projects is an invariant subspace which we denote by H2. Since γEk = γδ0k, we obtain that γ is
mapped to 0 on the orthogonal complement of H2 which we denote by H1. By the same arguments
as used in Chapter 3 (actually the arguments are simpler because the formulae simplify) we obtain
again Theorem 3.4, where now ρ0 denotes the irreducible representation ρ0 extended to q = 0. Also
the rest of the discussion in the last two sections of Chapter 3 does not change if q is replaced by 0.
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Investigating ρ0 ? ρ0 the main problem lies in proving that ρ0 ? ρ0 is a representation of type π2.
However, we have

ρ0 ? ρ0(α)(ek ⊗ e`) = ek−1 ⊗ e`−1.

We immediately see that there cannot be a vector f ∈ H such that

‖ρ0 ? ρ0(αk)f‖ = ‖f‖

for all k ∈ N0. In other words, the invariant subspace H1 is the nullspace. The further steps become
simpler and we obtain again that

ρ0 ? ρ0 ³ πU0

is a C∗–isomorphism.
In the remaining part of Chapter 4, q appears only in some normalization factors which become

simply 1 if q = 0. The proofs of all results contain only statements which have been proved to remain
valid for q = 0 in this section. As we have seen the case q = 0 is in many respects simpler than the
general case. In the next section we will see that all of the completions, considered in Section 4.4,
coincide for different q and, henceforth, our results can be extended to q ∈ (−1, 1).

5.2 The q–dependence of SUq(2)

In [35] Woronowicz showed that for all q ∈ (−1, 1) the C∗–completions of Aq are isomorphic. We
had this in mind when we denoted this C∗–algebra by A. In this section we will give another proof
of Woronowicz’s result by establishing isometric embeddings of Aq into A explicitly. If we want
to distinguish between different values q, q′, we indicate this by adding ′ to those symbols connected
with q′. E.g. A and A′ denote the completions Aq and Aq′ , respectively. We will see that most of our
results are independent of q ∈ (−1, 1).

The operators Pk, Ek are identified via πU0 with elements of A. Our aim is to find for any q′ ∈
(−1, 1) pairs of elements αq′ , γq′ of A which satisfy the q′–relations and span a dense subalgebra of A.
(To clarify notation: a pair of elements of A′ fulfilling the q–relations will be denoted by α′q, γ

′
q.) We

obtain a first hint how to proceed by observing that according to our representation theory the series

∞∑

k=1

√
1− q′2k

1− q2k
πU0(αEk)

= lim
`→∞


∑̀

k=1




√
1− q′2k

1− q2k
−

√
1− q′2(k−1)

1− q2(k−1)


 πU0(αPk)−

√
1− q′2`

1− q2`
πU0(αP`+1)


 (5.1)

where we set 1−q′0

1−q0 = 0 converges strongly to the operator π′U0
(α′). Since the convergence is only

strong, we cannot be sure that this operator is an element of πU0(A). However, we see that the last
term under the limit converges strongly to 0, hence, can be neglected. In the sequel the remaining
series will indeed show to converge in norm. Similarly, we see that for q different from 0 the series

∞∑

k=0

(
q′

q

)k

πU0(γEk) (5.2)

converges to π′U0
(γ′) in norm. In other words, in terms of the representation πU0 we obtain an

isometric embedding of Aq′ into A whose closure is onto A. We want to prove this more directly on
a purely algebraic level without reference to the general representation theory. We only mention that
any homomorphism Aq′ → A is continuous due to the fact that any C∗–algebra has an isomorphic
representation as an operator algebra and the definition of the norm on Aq′ .
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It is not difficult to see that the coefficients appearing in (5.1) can be estimated by
∣∣∣∣∣∣

√
1− q′2(k+1)

1− q2(k+1)
−

√
1− q′2k

1− q2k

∣∣∣∣∣∣
≤ max(|q|, |q′|)2kCqq′

for k sufficiently large, where Cqq′ is a positive constant depending on q and q′. Therefore,

P ′α =
∞∑

k=0




√
1− q′2(k+1)

1− q2(k+1)
−

√
1− q′2k

1− q2k


 Pk

converges in norm to an element of A. Furthermore, we have for q 6= 0
(

q′

q

)k

γEk =
(

q′

q

)k

γα∗kE0(1− q2γ∗γ)−1 · · · (1− q2kγ∗γ)−1αk

= q′kα∗kγE0(1− q2γ∗γ)−1 · · · (1− q2kγ∗γ)−1αk

= q′k
α∗kγαk

(1− q2) · · · (1− q2k)
Ek.

In this form the series (5.2) is norm convergent even for q = 0. Thus, we can define

αq′ = P ′αα =
∞∑

k=1




√
1− q′2k

1− q2k
−

√
1− q′2(k−1)

1− q2(k−1)


αPk

γq′ =
∞∑

k=0

q′k
α∗kγαk

(1− q2) · · · (1− q2k)
Ek.

Proposition 5.4 The elements αq′ , γq′ of A fulfill the q′–relations. We have αq = α, and γq = γ.

Proof First we show the latter statement. In the expression for αq only the summand for k = 1
does not vanish and, indeed, gives α. If q 6= 0 then γq′ is given by the simpler expression

γq′ =
∞∑

k=0

(
q′

q

)k

γEk.

Setting q′ = q we obtain

γq =
∞∑

k=0

γEk

= lim
k→∞

γ(1− Pk+1) = γ,

because ‖γPk+1‖ ≤ qk+1. If q = q′ = 0 only the summand for k = 0 is different from 0 and gives γ.

Notice that we have, in addition to the orthogonality relations EkE` = Ekδk`, the following prop-
erties

EkP` =
{

Ek

0
for k ≥ `
otherwise

PkP` = Pk for k ≥ `.

They follow immediately from Pk = 1−E0− . . .−Ek−1. The first relation which is obviously fulfilled
is Relation (c). We easily obtain

γ∗q′γq′ = γq′γ
∗
q′ =

∞∑

k=0

q′2kEk.
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Let us write αq′ in a different way.

αq′ =
∞∑

k=1




√
1− q′2k

1− q2k
−

√
1− q′2(k−1)

1− q2(k−1)


 αPk

= lim
`→∞


∑̀

k=1

√
1− q′2k

1− q2k
αEk +

√
1− q′2`

1− q2`
αP`+1




= lim
`→∞


∑̀

k=1

√
1− q′2k

1− q2k
αEk + αP`+1


 .

(5.3)

(Since P` is a bounded sequence, the `–limit of 1−q′2`

1−q2` → 1 can be performed first.) Now we want to
calculate α∗q′αq′ and αq′α

∗
q′ . Both factors are given as norm limits in `. We perform these `–limits

simultaneously in both factors and obtain by repeated use of the relations (fulfilled by the projections
Ek and Pk) which are written above and in Chapter 3

α∗q′αq′ = lim
`→∞

(∑̀

k=1

1− q′2k

1− q2k
α∗αEk + α∗αP`+1

)

αq′α
∗
q′ = lim

`→∞

(∑̀

k=0

1− q′2(k+1)

1− q2(k+1)
αα∗Ek + αα∗P`+1

)
.

We insert P`+1 = 1− ∑̀
k=0

Ek and obtain, taking into account that α∗αEk = (1− q2k)Ek,

α∗q′αq′ = α∗α +
∞∑

k=1

(q2k − q′2k)Ek = α∗α + γ∗γ − γ∗q′γq′

= 1− γ∗q′γq′ ,

and similarly with αα∗Ek = (1− q2(k+1))Ek

αq′α
∗
q′ = 1− q′2γ∗q′γq′ .

This yields Relations (d) and (e).

γq′ was given as the sum over gk = q′k α∗kγαk

(1−q2)···(1−q2k)
Ek. For q 6= 0 this simplifies to gk =

(
q′

q

)k

γEk.

If q = 0 we obtain gk = q′kα∗kγαk. In both cases we have

αq′g
(∗)
k+1 = q′g(∗)

k αq′ and αq′g
(∗)
0 = 0.

Therefore, we obtain Relations (a) and (b).

Corollary 5.5 The mapping

α′ 7−→ αq′

γ′ 7−→ γq′

can be extended (uniquely) to a homomorphism Iq′ : A′ → A.

In the opposite direction we write I ′q. Denote by Ekq′ the projections as defined in Chapter 3, calculated
in terms of αq′ and γq′ . In other words, we have

Ekq′ = Iq′(E′
k),

where E′
k denotes the projections in A′.
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Proposition 5.6 We have

Ekq′ = Ek.

Proof From

Ek =
α∗kE0α

k

(1− q2) · · · (1− q2k)

we see that the Ek fulfill the following recursion formula

Ek+1 =
α∗Ekα

1− q2(k+1)
.

We have

E0q′ = lim
`→∞

(γ∗q′γq′)` = lim
`→∞

∞∑

k=0

q′2k`Ek = E0.

Now assume that the statement is true for k, i.e. Ekq′ = Ek. We obtain

E(k+1)q′ =
α∗q′Ekq′αq′

1− q′2(k+1)
=

√
1− q′2(k+1)

1− q2(k+1)

α∗Ekα

1− q′2(k+1)

√
1− q′2(k+1)

1− q2(k+1)
= Ek+1,

where we made use of Ekαq′ =
√

1−q′2(k+1)

1−q2(k+1) Ekα.

Corollary 5.7 We have

Iq′(α′q) = α

Iq′(γ′q) = γ.

Proof According to (5.3), α′q is given by

α′q = lim
`→∞


∑̀

k=1

√
1− q2k

1− q′2k
α′E′

k + α′P ′`+1


 .

Iq′ maps this to

Iq′(α′q) = lim
`→∞


∑̀

k=1

√
1− q2k

1− q′2k
αq′Ek + αq′P`+1




= lim
`→∞

(∑̀

k=1

αEk + αP`+1 + (αq′ − α)P`+1

)
= α.

This is true because we can write, using (5.3), (αq′ − α) =
∞∑

k=1

(
√

1−q′2k

1−q2k − 1)αEk and, henceforth,

(αq′ − α)P`+1 =
∞∑

k=`+1

(

√
1− q′2k

1− q2k
− 1)αEk → 0.

For γ′q we obtain in a similar manner

Iq′(γ′q) =
∞∑

k=0

(
q

q′

)k

γq′Ek = γ
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for q′ 6= 0, and

Iq′(γ′q) =
∞∑

k=0

qkα∗q′
kγq′αq′

k =
∞∑

k=0

qkα∗q′
kγE0αq′

k

=
∞∑

k=0

qk

√
1

(1− q2) · · · (1− q2k)
α∗kγαk

√
1

(1− q2) · · · (1− q2k)
Ek = γ

for q′ = 0.

Now the following theorem is a simple corollary.

Theorem 5.8 The mapping Iq′ is an isomorphism from A′ onto A and I ′q is its inverse.

Proof Consider the endomorphism I ′q ◦ Iq′ of A′. Iq′ mapps α′, γ′ to αq′ , γq′ . On the other hand,
changing the role of q and q′ in the foregoing corollary, we see that αq′ , γq′ are mapped back to α′, γ′

by I ′q. Therefore, the restriction of I ′q ◦ Iq′ to Aq′ is the identity. Clearly, this extends to A′. By
changing q and q′, we see that Iq′ ◦I ′q is the identity on A. Since ‖I(•)‖ ≤ ‖•‖ for any homomorphism
I between C∗–algebras, Iq′ and I ′q must be isomorphisms.

Notice that obviously ρ′U = ρU ◦ Iq′ and π′U = πU ◦ Iq′ for any unitary operator U (actually Iq′

was constructed such that the second condition is fulfilled). Therefore, even the strong and weak
topologies on A and A′ coincide. In the sequel we identify A′ with A, i.e. E′

0 = E0, αq′ = α′, α′q = α,
and similarly for γ.

Now we investigate wether the completionsAO, AT , KO, and KT depend on q, and to which extend
the cocycles and the conditionally positive functionals change with q. (Since the representations do
not change, the latter question is equivalent to the question what happens to the mappings O and T .)
The key for an answer to these questions lies in the following

Lemma 5.9 There is a (unique) invertible element B′ ∈ A (depending on q and q′), satisfying

B′β∗ = β′∗.

Proof The statement of the lemma is equivalent to the statement that β′∗ is an element of KO. In
this case B′ is given by

B′ = O(β′∗),

and, by symmetry in q and q′, its inverse must be given by

B′−1 = O′(β∗).

Notice that β′∗ − β∗ = α′∗ −α∗ = α∗(P ′α − 1). Since β∗ is an element of KO and KO is a left ideal in
A, it is sufficient to show that P ′α − 1 ∈ KO. We obtain by calculations similar to (5.3)

P ′α − 1 = lim
`→∞


∑̀

k=0

√
1− q′2(k+1)

1− q2(k+1)
Ek + P`+1


 − 1

=
∞∑

k=0




√
1− q′2(k+1)

1− q2(k+1)
− 1


Ek.

We have ‖O(Ek)‖ ≤ (k + 1), the factors
√

1−q′2(k+1)

1−q2(k+1) − 1 can again be estimated from above by a

multiple of max(|q|, |q′|)2k, and Ek ∈ KO. Therefore, the series converges in O–norm to an element
of KO.
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We mention that P ′α − 1 is an element even of KT . This can be seen similarly by the estimate
‖T (Ek)‖ ≤ (k + 1)2. Therefore, α−α∗

2i and α′−α′∗
2i differ only by an element of KT , i.e.

C
α′ − α′∗

2i
⊕KT = C

α− α∗

2i
⊕KT

(as subsets of A). Furthermore, we have Aβ′∗ = AB′β∗ = Aβ∗ and similarly for β′Aβ′∗. Notice that
O′ can be uniqely characterized by O′(•)β′∗ = IdKO (•) = O(•)β∗, and similarly for T ′. Thus, we
obtain

Theorem 5.10 We have

KO′ = KO
KT ′ = KT
AO′ = AO
AT ′ = AT ,

and

O′B′ = O
B′∗T ′B′ = T on KT
‖ • ‖O′ ∼ ‖ • ‖O
‖ • ‖T ′ ∼ ‖ • ‖T .

In other words, the extension of any conditionally positive functional ψ on Aq to AT coincides with
the extension of a conditionally positive functional ψ′ on Aq′ . Clearly, the correspondence between ψ
and ψ′ is one-to-one, and the sets containing the extensions of all conditionally positive fuctionals ψ
and ψ′, respectively, both coincide with the set of all conditionally positive functionals on AT . The
same holds for the extensions of cocycles from Aq and Aq′ , respectively, to AO.

Now we investigate how the classifications for q and q′ are related to each other. First notice that
δ does not depend on q, and, consequently, so does the projection Id − δ1. Unfortunately, it is not
possible to find an element aα ∈ KO such that δ′(aα) 6= 0 and aα ∈ ⋂

q∈(−1,1)

Aq. This means that

we are not able to define a projection from Aq onto K2 in a q–independent way. However, in all
our formulae for conditionally positive functionals the projection P appears. Therefore, whatever we
choose for π, ηα∗ , π

′, ηα′∗ , the functionals 〈ηα∗ |π|ηα∗〉 ◦ T and 〈ηα′∗ |π′|ηα′∗〉 ◦ T ′ cannot coincide on
AT , even, if they coincide on KT , unless both vanish on (α− α′)− (α∗ − α′∗) which is in general not
the case. One way to avoid this q–dependence lies in the restriction to KT . The projection simply
dissapears in the formulae. Another possibility is to fix the projection e.g. by choosing P0 where q
is replaced by 0. The classification in Theorem 2.8 remains unchanged with the exception that the
parameter r2 is shifted by a (q–dependend) constant c. We only have to keep in mind that in general
P0 does not map Aq to K2 but to K2 + C (α−α0)−(α∗−α∗0)

2i ⊂ KT .
Now the following corollary is obvious.

Corollary 5.11 Let π be a representation of A and ηα∗ , ηα′∗ vectors in the representation space H.
We have

(πηα∗) ◦ O = (πηα′∗) ◦ O′ on AO
〈ηα∗ |π|ηα∗〉 ◦ T = 〈ηα′∗ |π|ηα′∗〉 ◦ T ′ on KT

if and only if

ηα′∗ = π(B′)ηα∗ .

So far we see that the classification by Theorem 2.8 depends on the choice of q. However, it follows
from the invertibility of π(B′) that all the spaces Hβ∗ coincide as sets whatever q is, because their
scalar products are equivalent. We denote this space by H∗ and its dual by H∗. These two spaces
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are a q–independend pair of dual topological vector spaces whose topologies can be described by
scalar products. Consequently πββ∗ becomes a q–independent mapping π∗ ∈ L0(H∗, H∗), the set of
all continuous linear operators from H∗ to H∗. Clearly, the topology on L0(H∗, H∗) coincides for
any q ∈ (−1, 1) with the topology induced by the norm on B(Hβ∗ ,Hβ). If no confusion about the
domain and range of π can arise, we ommit the various subscripts. We immediately obtain a final,
q–independenent formulation of the Lévy-Khintchine formula in Theorem 4.16.

Theorem 5.12 Any conditionally positive functional ψ on AT can be written in the form

ψ = ψδ + 〈η1|π ◦ P0|η1〉,
where π is a representation without Gaussian part, η1 ∈ H∗, and ψδ is a Gaussian part according to
Corollary 2.11. The correspondence between conditionally positive functionals and triples (π, η1, ψδ)
is one-to-one up to unitary equivalence. The restrictions of such functionals to Aq form the set of all
conditionally positive functionals on Aq.

5.3 Remarks

Let us summarize the results. (A, δ) is a pair consisting of a ∗–algebra and a homomorphism, and
we can investigate its conditionally positive functionals. However, by Section 4.3 we know that these
are given (more or less) by multiples of states. This is because the topology on A is too weak and,
henceforth, A is too big. The ∗–algebra A0 generated by

⋃
q∈(−1,1)

Aq is a dense subalgebra. On the one

hand, A0 does not depend on q. On the other hand, A0 is the smallest subalgebra of A, containing
all the Aq. (In other words, if it is possible to describe the conditionally positive functionals on Aq in
a q–independent manner, it must be possible to extend such functionals at least to A0.) The set of all
conditionally positive functionals on A0 induces a topology on A0 which is equivalent to the topology
given by any of the norms ‖ • ‖T and, henceforth, stronger than the topology on A. The closure with
respect to the new toplogy yields AT .

Now the question arises where the q–dependence of SUq(2) actually lies. The answer is: in the
comultiplication. We know e.g. that a the representation ρ0 does not depend on q. However, ρ0 ?q ρ0

does depend on q although ρ0 does not. On the other hand, we know that ρ0?qρ0 is unitarily equivalent
to πU0 for any q. This implies that all results which are only up to unitary equivalence are essentially
independend of q.

Example 5.1 In [35] the Haar measure on Aq was given as

h =
1

1− q2

∞∑

k=0

q2k〈ek ⊗ ẽ0|πU0 |ek ⊗ ẽ0〉.

It is not difficult to see (cf. also [18]) that this can be written as

h = 〈ηq|πU0⊗U0 |ηq〉,
where ηq is cyclic for q 6= 0 and given by

ηq =
1√

1− q2

∞∑

k=0

qkek ⊗ ẽk ⊗ ẽ0.

(Notice that the GNS–representation πU0⊗U0 is unitarily equivalent to ρ0 ?q ρ0 ?q ρ0 as can be seen by
simple calculations, using our rules for convoluting representations.) Since h depends on q essentially,
we can be sure that there is no unitary equivalence transform on h0⊗H0⊗H0, mapping ηq to ηq′ and
leaving πU0⊗U0 invariant.

We should remind the reader of the fact that the comultiplication is a mapping into the algebraic
tensor product of a linear space with itself. However, it is not difficult to see that if q 6= q′.

∆q(Aq′) 6⊂ A⊗A.

Actually, there seems to be no subalgebra of A bigger than Aq, which still is a bialgebra with comul-
tiplication ∆q.
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5.4 The case q = 1

In this section we give, to some extend, an introduction to the classical theory of conditionally positive
functionals (i.e. infinitesimal generators of stochastic processes) on a compact Lie group (cf. [11, 13])
in the case of SU(2) (i.e. A1). We recover these results, using methods motivated by the techniques
of Chapter 2.

An element of U ∈ SU(2) is given by a unitary matrix U = (uij)i,j=1,2 with unit determinant.
Consider the unital ∗–algebra Af , which is generated by the coefficient functions fij : U 7→ uij on
SU(2). In the usual parametrization of SU(2) which is non-singular at the identity, we have

(fij(ϕ, x, y))ij =
( √

1− x2 − y2eiϕ −(x− iy)
x + iy

√
1− x2 − y2e−iϕ

)
,

with ϕ ∈ [−π, π) and x2 + y2 ≤ 1. On Af we have a natural Hopf ∗–algebra structure given by

∆f(f)(U, V ) = f(UV )
δf(f) = f(I)

Sf(f)(U) = f(U−1),

for U, V ∈ SU(2) and I being the identity of SU(2). Obviously (fij)i,j=1,2 is a unitary corepresentation
of Af . It is easy to see that the irreducible representations of Af are given by ρU (f) = f(U), where
U can be any point in SU(2), i.e. they are in one-to-one correspondence with the group elements. On
the other hand, the convolution of two irreducible representations %U , %V , associated with elements
U, V of SU(2), yields another irreducible representation %UV ,

%UV (fij) = (%U ⊗ %V ) ◦∆f(fij) = (%U ⊗ %V )(
2∑

k=1

fik ⊗ fkj)

= fij(UV ),

associated with UV . In other words, the convolution of irreducible representations gives us nothing
but the group structure of SU(2). (Obviously, we have %U−1 = %U ◦ Sf .) We introduce the usual
supremum norm on Af by

‖f‖ = sup
U∈SU(2)

|f(U)|.

By an application of Stone-Weierstrass theorem Af is dense in C(SU(2)), the ∗–algebra of con-
tinuous functions on SU(2), which, therefore, is the completion of Af .

The generators fij of Af satisfy f11 = f∗22, f12 = −f∗21, and f∗11f11 + f∗21f21 = 1. Thus, by
(

α −γ∗

γ α∗

)
7−→

(
f11 f12

f21 f22

)

we define a ∗–algebra homomorphism from A1 onto Af . It is easily checked that the irreducible
representations of A1 are given by the three-parameter family δϕxy, with

δϕxy

(
α −γ∗

γ α∗

)
= %U

(
f11 f12

f21 f22

)
=

( √
1− x2 − y2eiϕ −(x− iy)

x + iy
√

1− x2 − y2e−iϕ

)
,

where ϕ, x, y describes U ∈ SU(2). The general representation πE of A1 is given by

πE =
∫

SU(2)

δϕxy dEϕxy,

where dE is an arbitrary spectral measure on SU(2). Notice that πE(a) =
∫

SU(2)
f(U) dEϕxy, if f is

the funtion in Af corresponding to a ∈ A1. Once again it follows from the proof of Woronowiczs
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theorem that A1 has a faithful representation. Therefore, ‖•‖ = sup
π
‖π(•)‖ defines a C∗–norm on A1.

Clearly, this norm coincides with the norm on Af . Thus, Af and A1 are isometrically isomorphic pre–
C∗–algebras, and C(SU(2)) can be identified with the C∗–completion of A1. This result follows also
from an immediate application of the results obtained by Glockner and von Waldenfels in [10].
Notice that a representation is a C∗–algebra isomorphism, if the spectrum of the spectral measure dE
is the whole SU(2). If we e.g. choose the Haar measure H on SU(2), we obtain a representation π0

on L2(SU(2),H). We observe that for any U ∈ SU(2) the representation π0?%U is unitarily equivalent
to π0 and the unitary equivalence transform is the shift by U .

Now we come to the cocycles and conditionally positive functionals on A1. One main difference
to the case q ∈ (−1, 1) lies in the Gaussian parts. Consider the three mappings δ′ϕ = ∂ϕδ000,
δ′x = ∂xδ000, and δ′y = ∂yδ000. These mappings are cocycles with respect to δ = δ000. Since

δ′ϕ
(

α −γ∗

γ α∗

)
= i

(
1 0
0 −1

)
,

δ′x
(

α −γ∗

γ α∗

)
=

(
0 −1
1 0

)
,

δ′y
(

α −γ∗

γ α∗

)
= i

(
0 1
1 0

)
,

we see that the three cocycles are linearly independent. In particular, we see that any linear combina-
tion of δ′x and δ′y is a cocycle different from 0 but vanishing on α∗, i.e. Lemma 2.6 is no longer valid.
Let r ∈ R3 be a vector with components (ϕ, x, y). Setting

δ′r =
dδ(tϕ)(tx)(ty)

dt

∣∣∣∣
t=0

, (5.4)

we define a three parameter family of cocycles with respect to δ which consists of all real linear
combinations of δ′ϕ, δ′x, and δ′y. Setting

δ′′r

2
=

1
2

d2δ(tϕ)(tx)(ty)

dt2

∣∣∣∣
t=0

,

we obtain a conditionally positive functional fulfilling (1.2).
Now we see by Relations (1.6) that any Gaussian cocycle, i.e. a cocycle ηδ with respect to a

representation of the form δ1Hδ
on a Hilbert space Hδ, is defined by its values on α−α∗, γ, and γ∗

which, on the other hand, can be chosen arbitrarily. In other words, we obtain

Theorem 5.13 By

ηδ = δ′ϕηϕ + δ′xηx + δ′yηy, (5.5)

we establish a one-to-one correspondence between Gaussian cocycles ηδ and triplets (ηϕ, ηx, ηy) of
vectors ηϕ, ηx, ηy ∈ Hδ.

Since ηδ must vanish on K2, we have α − α∗, γ, γ∗ /∈ K2 and any basis of K2 can be extended by
1, α−α∗

2i , γ+γ∗

2 , γ−γ∗

2i to a basis of A1. Setting

P1 = Id− δ1− δ′ϕ
α− α∗

2i
− δ′x

γ + γ∗

2
− δ′y

γ − γ∗

2i
,

we obtain a projection onto K2.
The form (5.5) of the Gaussian cocycles is not yet suitable to see the form of the Gaussian

conditionally positive functionals. In the following theorem we find a more practicable one. Moreover,
it turns out that, similar to our counter Example 2.3, not all cocycles determine the values of a
conditionally positive functional on K2.
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Theorem 5.14 For any Gaussian cocycle ηδ which determines the values of a conditionally positive
functional on K2 there are three orthogonal vectors η1, η2, η3 ∈ Hδ, having length 1 or 0, and three
vectors r1, r2, r3 ∈ R3 such that

ηδ = δ′r1η1 + δ′r2η2 + δ′r3η3.

Choosing an arbitrary real number r0 and an arbitrary vector r ∈ R3 we obtain all conditionally
positive functionals ψδ, fulfilling (1.2), in the form

ψδ = r0δ + δ′r +
δ′′r1

2
+

δ′′r2

2
+

δ′′r3

2
.

Proof If a cocycle ηδ has the stated form, the form of the conditionally positive functionals fol-
lows straightforwardly. Thus, it remains to show that a cocycle which determines the values of a
conditionally positive functional on K2 has to be of this form.

An arbitrary cocycle ηδ given in the form (5.5) maps to the subspace of Hδ spanned by ηϕ, ηx, ηy.
This subspace is at most three-dimensional. Therefore, we can find three ortogonal vectors η1, η2, η3

whose span contains the range of ηδ. The components 〈ηi|ηδ〉 of ηδ in the directions of the ηi, i = 1, 2, 3
themselves are one-dimensional cocycles.

Now assume that ηδ determines the values of a conditionally positive functional on K2. There is
nothing to prove, if all vectors ηϕ, ηx, ηy are 0. Therefore, we assume, without loss of generality, that
ηx 6= 0 and choose η1 = ηx

‖ηx‖ . It is easy to conclude from the commutativity of α−α∗
2i , γ+γ∗

2 , γ−γ∗

2i

that the numbers 〈η1|ηϕ〉, 〈η1|ηy〉 are real numbers. In other words, we can find r1 ∈ R3, such that
the one-dimensional cocycle 〈η1|ηy〉 = δ′r1 . We know that this cocycle defines a conditionally positive
functional. Therefore, also its ‘orthogonal complement’ defined by η̃δ = ηδ − η1δ

′r1 must define a
conditionally positive functional. Furthermore, there are vectors η̃ϕ, η̃y orthogonal to η1, such that
η̃δ = δ′ϕη̃ϕ + δ′y η̃y. If η̃y 6= 0 , we continue our argument in the same manner, by setting η2 = η̃y

‖η̃y‖ .
If this is not so, the proof is complete.

We see that in the case q = 1 there is a much bigger variety in the Gaussian parts. This is due
to the fact that the counit δ can be approached in essentially three ways, corresponding to the three
group parameters. The derivatives in the three directions of the parameter space SU(2) are linearly
independent linear functionals, corresponding to the existence of three linearly independent vectors in
K1/K2 on which in general a Gaussian cocycle can assume arbitrary values. In the sequel, we will
restrict ourselves to representations without Gaussian part.

Clearly, if the spectral measure of a general representation π has an atom at identity (i.e. the point
(0, 0, 0)) it decomposes into a subspace Hδ, on which π is given by a multiple of δ, and its orthogonal
complement, on which π(β∗) (and, of course, π(β)) is given by an injective operator. Now we consider
the latter case, where Hδ = {0}. Such a representation is given by

π =
∫

SU(2)

δϕxy dEϕxy = lim
ε→0

∫

SU(2)\Uε(I)

δϕxy dEϕxy,

where Uε(I) denotes an ε–neighbourhood of the identity and the limit is strong.
Notice that π0 is of this type. If we choose π0 to be the representation ω which induces the strong

and weak topology, we see by the following proposition that Proposition 2.1 remains valid for q = 1.

Proposition 5.15 For any representation π of A1, with π(β∗) injective, we have

lim
p→1

p∈[0,1)

1− π(α∗)
1− pπ(α∗)

= 1

in the strong operator topology.

Proof Let z be a complex number on the closed unit disk and p ∈ (0, 1). We have
∣∣∣∣1−

1− z

1− pz

∣∣∣∣ = (1− p)
|z|

|1− pz|
≤ (1− p)

|z|
1− p|z| ≤ (1− p)

1
1− p1

= 1.
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Therefore, the strong ε–limit

1− 1− π(α∗)
1− pπ(α∗)

= lim
ε→0

∫

SU(2)\Uε(I)

(
1− 1−

√
1− x2 − y2e−iϕ

1− p
√

1− x2 − y2e−iϕ

)
dEϕxy

is uniform in p. On the other hand, for fixed ε the integral becomes small in norm, if p is sufficiently
close to 1. Thus, we can conclude that the integral converges to 0 strongly, if p goes to 1.

N.B.: If we replace x and y by 0 we obtain the same statement for a representation of type π1 of
Aq for q ∈ (−1, 1). Therefore, it is justified to say that any cocycle on Aq, even with respect to a
representation of type π1 without Gaussian part, can be approximated strongly by coboundaries.

By commutativity we can easily conclude that

Corollary 5.16 Lemma 2.6 remains valid for q = 1 if and only if π(β∗) is injective.

If we now try to find a mapping O we see the other main difference to the case q ∈ (−1, 1). In the
picture of the function algebra Af we should obtain

[O(a)](U) = lim
p→1

δϕxy(a)− δ(a)

p
√

1− x2 − y2e−iϕ − 1
=

δϕxy(a)− δ(a)√
1− x2 − y2e−iϕ − 1

.

However, by setting ϕ = 0 and performing |x+ iy| → 0, we see that this function is unbounded around
the identity for any non-vanishing linear combination of γ and γ∗. On the other hand, [O(α)](U) is a
continuous function on SU(2)\{I}. Therefore, by

Oπ(a) =
∫

SU(2)

[O(a)](U) dEϕxy

we define a possibly unbounded operator with dense domain. By the cocycle property of [O(a)](U)
we conclude that a maximal common dense domain D of all the operators Oπ(A1) is given by

D = Dγ = Dγ∗ ,

where Dγ(∗) denote the domains of π(γ(∗)). Obviously, D consists of all vectors η, for which

∫

SU(2)

∣∣∣[O(γ(∗))](U)
∣∣∣
2

d〈η|Eϕxy|η〉 =
∫

SU(2)

x2 + y2

|
√

1− x2 − y2e−iϕ − 1|2 d〈η|Eϕxy|η〉 < ∞.

Clearly, for any vector ηα∗ ∈ D we can define a cocycle η by

η = Oπηα∗ (5.6)

for which η(α∗) = ηα∗ holds. Now we generalize the notion of strong convergence. We say a sequence
{Bn}n∈N of bounded operators on H converges strongly to a possibly unbounded operator B on H
with domain DB , if for any f ∈ DB the sequence Bnf converges to Bf . It is not difficult to see, by
arguments as in the proof of Proposition 5.15, that

Oπ = lim
p→1

π ◦ (Id− δ1)(pπ(α∗)− 1)−1

pointwise in this strong topology.
On the other hand, if η is a given cocycle assuming the value ηα∗ on α∗, it follows immediately

from Relations (1.6) that

η(γ(∗)) = lim
ε→0

∫

SU(2)\Uε(I)

[O(γ(∗))](U) dEϕxyηα∗ ,

i.e. ηα∗ ∈ D. Thus, we obtain
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Theorem 5.17 Let π be a representation of A1 on a Hilbert space H with π(β∗) injective, and D
the (dense) subspace of H as defined above. By (5.6) we establish a one-to-one corresondence between
cocycles with respect to π and vectors ηα∗ ∈ D.

Proceeding as in Chapter 2, we define

Tπ(a) =
∫

SU(2)

[T (a)](U) dEϕxy,

where the function T (a) on SU(2)\{I} is given by

[T (a)](U) =
δϕxy ◦ P1(a)

|
√

1− x2 − y2e−iϕ − 1|2 .

Clearly, Tπ and Oπ fulfill Equation (2.2). Therefore, we obtain again that any cocycle (5.6) defines
via (1.2) the values of a conditionally positive functional ψ on K2. (Notice that the domain of Tπ is
smaller than D. However, it is obvious that this domain can be extended to D if we interprete Tπ as
mapping into D∗ being the dual of D.) By

dµϕxy =
d〈ηα∗ |Eϕxy|ηα∗〉

|
√

1− x2 − y2e−iϕ − 1|2

we define a positive regular not necessarily finite measure on SU(2). We obtain Hunts result for
SU(2).

Theorem 5.18 The Lévy-Khintchine formula

ψ = ψδ +
∫

SU(2)

δϕxy ◦ P1 dµϕxy

establishes a one-to-one correspondence between conditionally positive functionals on A1, and pairs
(ψδ, µ) consisting of a Gaussian part ψδ and a positive regular measure µ on SU(2)\I, fulfilling

∫

SU(2)

(x2 + y2) dµϕxy < ∞ and
∫

SU(2)

|
√

1− x2 − y2e−iϕ − 1|2 dµϕxy < ∞.

5.5 The case q = −1

Now we investigate the anti-classical case, where q = −1. We will obtain a result looking very similar
to Theorem 5.18. In addition to the Gaussian part we find another part, the so-called anti-Gaussian
part, which has to be written down separately. In the integral part of the classical case the term δϕxy

runs over those states which have an irreducible GNS-representation. With some smaller exceptions
this result remains true also for the anti-classical case: We obtain that the irreducible representations
are more or less given by the family δ̂ϕxy of two-dimensional representations. The family of states δϕxy

has to be replaced by the family of states Tr m̂(ϕ, x, y)δ̂ϕxy where m̂(ϕ, x, y) is a measurable function
on SU(2) with values in the positive 2× 2–matrices of unit trace.

First let us agree on some notation. Let π be a representation of Aq. By π we denote the
representation defined by

π(α) = − π(α) and π(γ) = − π(γ).

Notice that in the case of A±1 the roles of α and γ are interchangeable. Therefore, we can define
another representation π̄ by

π̄(α) = π(γ) and π̄(γ) = π(α).

Since the actions of and ¯ commute, π̄ has also unique meaning.
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As we have seen in the foregoing section the classical case was from a conceptual point of view
more complicated than the cases when q ∈ (−1, 1). This was mainly due to the fact that in relations
(ã) and (b̃) the term (1− q)γ disappears for q = 1. As a consequence of this, γ and γ∗ are no longer
elements of K2, the Gaussian parts of the cocycles are not classified by its values on α∗, and, in the
remaining parts, the operator mapping η(α∗) to η(γ(∗)) is not a bounded operator. Almost all of these
difficulties arise also in the anti-classical case.

Clearly, we have again a one-parameter family δϕ of homomorphisms, mapping α to eiϕ and γ to
0, and the derivatives δ′ and δ′′. By the same arguments as for q ∈ (−1, 1) it follows that K2 is of
codimension 1 in K1 and the projection P, extended to q = −1, is again a projection onto K2. We
denote this projection by P−1 in order to emphasize that the domains of P and P−1 are completely
different, whereas the domains AO of P for different q, q′ ∈ (−1, 1) coincide.

The main difference compared to all the other cases becomes apparent if we have a look at δ = δπ.
A representation δ1Hδ

on a Hilbert space Hδ, a cocycle with respect to such a representation,
and a conditionally positive functional associated with such a cocycle will be called anti-Gaussian.
Obviously, for any choice of ηα∗ , ηγ , ηγ∗ ∈ Hδ we define an anti-Gaussian cocycle η, by setting

η(α∗) = ηα∗ , η(α) = − ηα∗ , η(γ(∗)) = ηγ(∗) ,

and η(a) = 0 for a ∈ K2. Therefore, Lemma 2.6 cannot be true for a representation containing an
anti-Gaussian part.

Without any change in the proof of Proposition 2.4 we see that also in the case q = −1 a decompo-
sition of any representation of A−1 into invariant subspaces H1 and H2 is possible, such that π(γ) is 0
on H1 and injective on H2. Clearly, the eigenspaces Hδ, and Hδ to eigenvalues 1, and −1 of π(α) are
invariant subspaces and the restriction of π to these subspaces is purely Gaussian, and anti-Gaussian
respectively.

Proposition 5.19 Lemma 2.6 remains valid for those representations of A−1, which contain no anti-
Gaussian part.

Proof We proceed smilarly as in the proof of Lemma 2.6. In the case of H1 α is mapped to a unitary
operator u. From Equation (2.7) we can conclude that u has eigenvalue −1 if η(γ(∗)) is different from
0.

In the case of H2 nothing changes till we arrive at Equation (2.10). The right-hand side be-
comes π(β∗)ε and π(β∗) is not neccesarily an invertible operator. However, π(β∗) is injective and,
nevertheless, ε is determined by the left-hand side.

As an immediate consequence we obtain again the form of the Gaussian parts as in Corollary 2.11.

We define a family of representations δ̂ϕxy on C2 which is labeled by elements of SU(2), by setting

δ̂ϕxy(α) =
√

1− x2 − y2eiϕ

(
1 0
0 −1

)

δ̂ϕxy(γ) = (x + iy)
(

0 1
1 0

)
.

These representations are irreducible if and only if x2 + y2 6= 0 and x2 + y2 6= 1 and it is easy to check
that in this case two different members δ̂ϕxy, δ̂ϕ′x′y′ of the family are unitarily equivalent if and only
if either ϕ′ −ϕ = (2n + 1)π or x′ = −x, y′ = −y or both. (A unitary equivalence transform leaves the
determinant invariant. Therefore, in two dimensions the factors in front of the matrices can only differ
by sign. On the other hand, choosing the unitary transforms u =

(
1
0

0
−1

)
and u =

(
0
1

1
0

)
we indeed

obtain the sign changes of δ̂ϕxy(γ) and δ̂ϕxy(α), respectively.)
The representation belonging to the identity (of SU(2)) will be denoted by

δ̂ = δ̂000.

The partial derivatives of δ̂ϕxy at 0 are defined in the same manner as those of δϕxy in the preceeding
section. Notice that δ̂ = δ ⊕ δ. We denote a basis of C2 by ê1 = (1, 0) and ê2 = (0, 1). Clearly, we
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have δ̂ê1 = ê1δ and δ̂ê2 = ê2δ. Therefore,

a 7−→ 〈ê2|δ̂′r(a)|ê1〉,

defines, for any r ∈ R3 with components (ϕ, x, y), a cocycle with respect to δ. Clearly, 〈ê1|δ̂′r|ê1〉 is
a cocycle with respect to δ, hence, must be given by a multiple of δ′. By evaluating at α, we obtain
〈ê1|δ̂′r|ê1〉 = ϕδ′, with ϕ being the first component of r. Furthermore, we have for a, b ∈ K1 that

〈ê1|δ̂′′r(ab)|ê1〉 = 2
2∑

i=1

〈ê1|δ̂′r(a)|êi〉〈êi|δ̂′r(b)|ê1〉 (5.7)

= 2〈ê2|δ̂′r(a∗)|ê1〉∗〈ê2|δ̂′r(b)|ê1〉 + ϕ2δ′′(ab).

In other words,

〈ê1|δ̂′′r|ê1〉
2

− ϕ2 δ′′

2

is a conditionally positive functional fulfilling (1.2).
In the classical case the cocycles corresponding to r = (1, 0, 0), (0, 1, 0), (0, 0, 1) are linearly indepen-

dent. However, we immediately see that in the anti-classical case the cocycle 〈ê2|δ̂′ϕ|ê1〉 is identically
0. We can obtain a third linearly independent one-dimensional cocycle with respect to δ by

δ ◦ (Id− δ1) = 〈ê2|δ̂|ê2〉 ◦ (Id− δ1) = δ − δ.

(Cf. the preliminaries. Both δ ◦ (Id − δ1) or δ ◦ P−1 may serve as associated conditionally positive
functionals.) We obtain the analogue of (5.5).

Theorem 5.20 By

ηδ = δ ◦ (Id− δ1)ηϕ + 〈ê2|δ̂′x|ê1〉ηx + 〈ê2|δ̂′y|ê1〉ηy,

we establish a one-to-one correspondence between anti-Gaussian cocycles ηδ and triplets (ηϕ, ηx, ηy)
of vectors ηϕ, ηx, ηy ∈ Hδ.

In the case of a one-dimensional cocycle we again find by commutativity of γ, γ∗ that the complex
numbers ηx and ηy must have the same phase factor if ηδ determines the values of a conditionally
positive functional on K2. Now let r = (ϕ, x, y) be an element of C × R2. By straightforward
verification on elements of K1 we see that

〈
ê2

∣∣∣δ̂0(tx)(ty)

∣∣∣ ê1 + tϕê2

t

〉
◦ (Id− δ1) −→ η

r

as t > 0 tends to 0 where η
r

is the cocycle ηδ having ηϕ = ϕ ∈ C and ηx/y = x/y ∈ R. Notice that
〈

ê1

∣∣∣δ̂0(tx)(ty)

∣∣∣ ê1 + tϕê2

t

〉
◦ (Id− δ1) −→ 〈ê1|δ̂′(0,x,y)|ê1〉+ ϕ〈ê1|δ̂|ê2〉 ◦ (Id− δ1) = 0

for t → 0. Therefore, we find by computations similar to (5.7) that

ψ
r

= lim
t→0

〈
ê1 + tϕê2

t

∣∣∣δ̂0(tx)(ty)

∣∣∣ ê1 + tϕê2

t

〉
◦ P−1

defines a conditionally positive functional fulfilling (1.2). We obtain by a proof completely similar to
that of Theorem 5.14

Theorem 5.21 For any anti-Gaussian cocycle ηδ which determines the values of a conditionally
positive functional on K2 there are three orthogonal vectors η1, η2, η3 ∈ Hδ, having lenth 1 or 0, and
three vectors r1, r2, r3 ∈ C×R2 such that

ηδ = η
r1

η1 + η
r2

η2 + η
r3

η3.
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Choosing arbitrary real numbers r0, rα we obtain all conditionally positive functionals fulfilling (1.2)
in the form

ψδ = r0δ + rαδ′ + ψ
r1

+ ψ
r2

+ ψ
r3

.

Now we come to the representation theory. Notice that π(γ2) is a normal operator, commuting
with π(α) and π(γ). Using its spectral measure, it is possible to define n

√
π(γ2), also commuting

with everything, and such that nm
√

π(γ2)
m

= n
√

π(γ2). If we define n
√

π(γ∗2) = n
√

π(γ2)
∗
, then also

n
√

π(γ2)
∗

n
√

π(γ2) =
n
2
√

π(γ∗γ) where the right-hand side is the usual root of a positive operator.
Actually the following lemma does not depend on the special choice of this n–th root. To be explicit
we fix, on the scalar level, an n–th root by setting n

√
z = n

√
rei ϕ

n for z = reiϕ, ϕ ∈ [0, 2π).

Lemma 5.22 Let π be a representation of the unital ∗–algebra generated by two normal anti-com-
muting indeterminants α, γ (i.e. Relations (a)-(d)) as bounded operators on a Hilbert space H. Then
the representation π⊕ on C2 ⊗H, defined by

π⊕(α) =
(

1 0
0 −1

)
⊗ π(α)

π⊕(γ) =
(

0 1
1 0

)
⊗

√
π(γ2),

is unitarily equivalent to π ⊕ π.
Morover, if π(α) and π(γ) are injective and (S1, S2) is any partition of C0 = C\{0} into Borel

sets, such that z ∈ S1 implies −z ∈ S2, then the restrictions of π⊕ to the invariant orthogonal subspaces
Hi onto which the projections 1M2×2 ⊗ Ei with

Ei =
∫

Si

dEα
z

project both are unitarily equivalent to π. In particular,

π ³ π.

The proof of this lemma can be found in Appendix C. We obtain the irreducible representations of
A−1 as a simple corollary.

Corollary 5.23 The irreducible representations of A−1 are given by the three families δ̂ϕxy with
0 < x2 + y2 < 1, δϕ, and δ̄ϕ.

Proof If π is irreducible, then we have necessarily that either π(γ) = 0, or π(α) = 0, or both are
injective. (Otherwise π could be decomposed into non-trivial invariant subspaces.) Obviously, the
first case leads to a representation δϕ and the second, by exchanging the roles of α and γ, to δ̄ϕ.

By Lemma 5.22 we know that in the remaining case π is unitarily equivalent to the restriction of
π⊕ to H1. Therefore, π is irreducible if and only if E1 projects to a one-dimensional subspace. From
Relation (e) we see that π = δ̂ϕxy for some (ϕ, x, y) ∈ SU(2) and 0 < x2 + y2 < 1.

Theorem 5.24 Let π be any ∗–representation of A−1 on a Hilbert space H. There is a spectral
measure dEϕxy on SU(2) with values in B(H), such that the representation π̂ on C2 ⊗H defined by

π̂ =
∫

SU(2)

δ̂ϕxy ⊗ dEϕxy

is unitarily equivalent to π ⊕ π.
On the subspace H0, where π(α) and π(γ) have no eigenvalue 0, we even have

π ³ π and π ³ (1⊗ E1)π̂.
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On the subspace Hα
0 , where π(γ) = 0, we have

π ³
{(

1 0
0 0

)
⊗ 1

}
π̂.

On the subspace Hγ
0 , where π(α) = 0, we have

π ³
{

1
2

(
1 1
1 1

)
⊗ 1

}
π̂.

Proof Let dEα
z , and dE

√
γ2

w be the spectral measures of π(α), and
√

π(γ2) respectively. By dEzw =
dEα

z dE
√

γ2
w we denote the joined spectral measure of these two commuting operators. By Relation (e)

we see that dEzw has to be concentrated on the subset
{

(
√

1− x2 − y2eiϕ, x + iy) |(ϕ, x, y) ∈ SU(2)
}
⊂ C2.

On the subspace H0 ⊕Hα
0 we define dEϕxy to be the spectral measure on SU(2), induced by dEzw.

By Lemma 5.22 we obtain the statements concerning this subspace.
On Hγ

0 , the remaining subspace, π(γ) is a unitary operator with spectral measure dEϕ. In this case
we define dEϕxy to be the measure concentrated on the sphere consisting of all points (0, cos ϕ, sin ϕ) ∈
SU(2) and such that dE0 cos ϕ sin ϕ = dEϕ. This representation is a direct sum of

∫
δ̄ϕ dEϕ and∫

δ̄ϕ dEϕ. Since 1
2

(
1
1

1
1

)
is the projection onto the eigenspace to the eigenvalue 1 of the matrix

(
0
1

1
0

)
,

we obtain the last statement.

In the sequel instead of the set S1 ⊂ C0 we rather use the corresponding subset S1 ⊂ SU(2) on
which the spectral measure dEzw on S1 × C has to be concentrated. By restricting to elements of
SU(2)0 = {(ϕ, x, y) ∈ SU(2)|0 < x2 + y2 < 1}, we include a projection onto H0. Notice that by our
choice of the square root the spectral measure dEϕxy vanishes for arg(x + iy) ≥ π. It is convenient to
fix S1 by

S1 =
{

(ϕ, x, y) ∈ SU(2)0
∣∣ ϕ ∈ [−π

2 , π
2 ), 0 ≤ arg(x + iy) < π

}
.

Correspondingly E1 =
∫

S1
dEϕxy. We mention that S1 provides a partition of SU(2)0 into four

subsets, each containing any two-dimensional irreducible representation precisely once, by

SU(2)0 = S1

⋃ {
(ϕ, x, y) ∈ SU(2)0

∣∣(ϕ + π, x, y) ∈ S1

}

⋃ {
(ϕ, x, y) ∈ SU(2)0

∣∣(ϕ,−x,−y) ∈ S1

}

⋃ {
(ϕ, x, y) ∈ SU(2)0

∣∣(ϕ + π,−x,−y) ∈ S1

}
.

N.B.: Consider the C∗–algebra C(SU(2),M2×2) of continous functions on SU(2) with values
in M2×2, equipped with the supremum norm ‖f‖ = sup

SU(2)

‖f(U)‖. Clearly, the subalgebra A−f of

C(SU(2),M2×2) generated by fα(U) = δ̂ϕxy(α) and fγ(U) = δ̂ϕxy(γ) can be identified with A−1

equipped with the norm ‖ • ‖ = sup
π
‖π(•)‖. By

π0 =
∫

SU(2)

δ̂ϕxy dH

we define a faithful representation on C2 ⊗ L2(SU(2), H). Again the representation remains faithful
if the Haar measure is replaced by any other measure, whose spectrum is SU(2). Notice that A−1

has an obvious Z2–graduation. An element of a ∈ A−1 is called even, i.e. a has degree 1, if π0(a) is
diagonal, and a is called odd, i.e. a has degree −1, if the diagonal entries of π0(a) are 0.
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If π(α), π(γ) are injective, the restriction
∫

S1
δ̂ϕxy ⊗ dEϕxy of π̂ to the subspace H1 = C2 ⊗ E1H

of C2 ⊗H can be identified with the original representation π. For η ∈ H denote the corresponding
vector in H1 by (η1, η2) with ηi ∈ E1H. We obtain for the diagonal element

〈η|π|η〉 =
2∑

i,j=1

〈
êi ⊗ ηi

∣∣∣∣
∫

S1

δ̂ϕxy ⊗ dEϕxy

∣∣∣∣ êj ⊗ ηj

〉

= Tr
∫

S1

δ̂ϕxy dν̂0
ϕxy,

where we introduced the measure valued, self-adjoint matrix (dν̂0
ϕxy)ij = d〈ηj |dEϕxy|ηi〉. Notice that

the non-diagonal entries are complex. By Cauchy-Schwartz inequality we have

|(dν̂0
ϕxy)12| ≤

√
(dν̂0

ϕxy)11(dν̂0
ϕxy)22 ≤ 1

2
((dν̂0

ϕxy)11 + (dν̂0
ϕxy)22).

Therefore, the matrix entries (dν̂0
ϕxy)ij are all absolutely continuous with respect to the (positive,

regular, finite) measure dν0
ϕxy = (dν̂0

ϕxy)11 + (dν̂0
ϕxy)22. By an application of the theorem of Radon-

Nikodym we can write

dν̂0 = n̂0 dν0,

where n̂0 is a ν0–measurable function on S1 with values in the positive 2× 2–matrices of unit trace.
If π(α) or π(γ) are not injective, we have to take into account the contributions of the subspaces

Hγ
0 and Hα

0 . By Theorem 5.24 we easily see that this is done by adding a measure of the form

dν̂α =
(

1 0
0 0

)
dνα,

where dνα is a (positive, regular, finite) measure concentrated on {(ϕ, x, y) ∈ SU(2)|x2 + y2 = 0}, for
Hα

0 , and by adding a measure of the form

dν̂γ =
1
2

(
1 1
1 1

)
dνγ ,

where dνγ is a (positive, regular, finite) measure concentrated on {(ϕ, x, y) ∈ SU(2)|x2 + y2 = 1}, for
Hγ

0 .
Clearly, also the sum

dν̂ = dν̂0 + dν̂α + dν̂γ

fulfills Cauchy-Schwartz inequality. Therefore, we can write

dν̂ = n̂ dν,

where

dν = (dν̂)11 + (dν̂)22 = dν0 + dνα + dνγ

and n̂ is a ν–measurable function on SU(2) with values in the positive 2 × 2–matrices of unit trace.
We summarize.

Theorem 5.25 Any state ϕ on A−1 can be expressed as

ϕ =
∫

SU(2)

Tr n̂(ϕ, x, y)δ̂ϕxy dνϕxy, (5.8)

where ν is a probability measure on SU(2) and n̂ is a ν–measurable function on SU(2) with values in
the positive 2× 2–matrices of unit trace, fulfilling the following conditions.
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(i) The restriction of ν to SU(2)0 is concentrated on S1.

(ii) For x2 + y2 = 0 we have

n̂(ϕ, x, y) =
(

1 0
0 0

)
.

(iii) For x2 + y2 = 1 we have

n̂(ϕ, x, y) =
1
2

(
1 1
1 1

)
.

This is the decomposition of an arbitrary state into its irreducible components. However, notice
that a state of the form Tr n̂(ϕ, x, y)δ̂ϕxy in general can be decomposed into two irreducible compo-
nents, because any positive matrix can be written as the sum of in general two dyadic products of the
form |c〉〈c|.

We proceed now precisely as in the foregoing section. Assume that a given representation π has no
Gaussian and anti-Gaussian part. We introduce the mapping Ô : SU(2)\{I, (π, 0, 0)} → M2×2 by

[Ô(a)](U) = (δ̂ϕxy(a)− δ(a)1M2×2)
[√

1− x2 − y2e−iϕ

(
1 0
0 −1

)
−

(
1 0
0 1

)]−1

=
δ̂ϕxy(a)− δ(a)1M2×2

(1− x2 − y2)e−2iϕ − 1

(
1 +

√
1− x2 − y2e−iϕ 0

0 1−
√

1− x2 − y2e−iϕ

)

and define the possibly unbounded operator

Ôπ(a) =
∫

SU(2)

[Ô(a)](U)⊗ dEϕxy.

Similar to the classical case, a vector ηα∗ = (ηα∗1, ηα∗2) ∈ H defines a cocycle with respect to π,
assuming this vector on α∗, by setting

(
η1

η2

)
= Ôπ

(
ηα∗1

ηα∗2

)
,

if and only if the corresponding vector ηα∗ is an element of D̂, the domain of Ôπ(γ(∗)). This condition
reads

∫

SU(2)

x2 + y2

|
√

1− x2 − y2e−iϕ − 1|2 (dν̂ϕxy)11 +
∫

SU(2)

x2 + y2

|
√

1− x2 − y2e−iϕ + 1|2 (dν̂ϕxy)22 < ∞.

The integrands of both integrals are bounded on the substets of SU(2), for which x2 + y2 = 0 and
x2 + y2 = 1, respectively, and that the integrand of the second integral is bounded on S1. Therefore,
the condition is actually a condition only on (dν̂)11.

Notice, that also the mapping Ôπ can be obtained as a strong limit of the mappings

π ◦ (Id− δ1)
1

pπ(α∗)− 1H

for p → 1. The proof is comletely analogous to that of the classical case.
By

ψ =

〈(
ηα∗1

ηα∗2

) ∣∣∣∣∣
∫

SU(2)

[T̂ (a)](U)⊗ dEϕxy

∣∣∣∣∣
(

ηα∗1

ηα∗2

)〉
,
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where we defined

[T̂ (a)](U) =
(

1 +
√

1− x2 − y2eiϕ 0
0 1−

√
1− x2 − y2eiϕ

)

δ̂ϕxy ◦ P−1(a)
|(1− x2 − y2)e−2iϕ − 1|2

(
1 +

√
1− x2 − y2e−iϕ 0

0 1−
√

1− x2 − y2e−iϕ

)
,

we find a conditionally positive functional satisfying (1.2).
We introduce the measure valued matrix dµ̂ϕxy by

(dµ̂ϕxy)11 =
(dν̂ϕxy)11

|1−
√

1− x2 − y2e−iϕ|2

(dµ̂ϕxy)22 =
(dν̂ϕxy)22

|1 +
√

1− x2 − y2e−iϕ|2

(dµ̂ϕxy)12 =
(dν̂ϕxy)12

(1−
√

1− x2 − y2e−iϕ)(1 +
√

1− x2 − y2eiϕ)

(dµ̂ϕxy)21 = (dµ̂ϕxy)12.

Notice that the entries of dµ̂ϕxy also fulfill the Cauchy-Schwartz inequality. Therefore, we obtain
again a (positive, regular) measure µ and a µ–measurable function m̂ with values in the positive
2× 2–matrices of unit trace, such that dµ̂ = m̂dµ, and by Equation (5.8)

ψ =
∫

SU(2)

Tr m̂(ϕ, x, y)δ̂ϕxy ◦ P−1 dµϕxy.

This yields the Lévy-Khintchine formula.

Theorem 5.26 The formula

ψ = ψδ + ψδ +
∫

SU(2)

Tr m̂(ϕ, x, y)δ̂ϕxy ◦ P−1 dµϕxy

establishes a one-to-one correspondence between conditionally positive functionals on A−1 and triples
(ψδ + ψδ, µ, m̂) consisting of the sum of a Gaussian part ψδ and an anti-Gaussian part ψδ, a (not
necessarily finite) measure µ on SU(2)\{I, (π, 0, 0)}, and a µ–measurable, positive 2×2–matrix valued
function m̂ of unit trace, fulfilling the following conditions:

(i) The restriction of µ to SU(2)0 is concentrated on S1.

(ii) For x2 + y2 = 0 we have

m̂(ϕ, x, y) =
(

1 0
0 0

)
.

(iii) For x2 + y2 = 1 we have

m̂(ϕ, x, y) =
1
2

(
1 1
1 1

)
.

(iv) The measure µ fulfills
∫

SU(2)

(x2 + y2)(m̂(ϕ, x, y))11 dµϕxy < ∞

∫

SU(2)

|
√

1− x2 − y2e−iϕ − 1|2(m̂(ϕ, x, y))11 dµϕxy < ∞

∫

SU(2)

(m̂(ϕ, x, y))22 dµϕxy < ∞.
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N.B.: Since Tr m̂ = 1, it is a necessary (but not sufficient) condition that µ fulfills
∫

SU(2)

(x2 + y2) dµϕxy < ∞ and
∫

SU(2)

|
√

1− x2 − y2e−iϕ − 1|2 dµϕxy < ∞.

We will need this in the next chapter.

5.6 Unifying description

In this section we want to point out that the three cases are more similar than they may look at first
sight. We will find as a further main result of these notes that for any q ∈ [−1, 1] the cone consisting of
all conditionally positive functionals on Aq can be obtained by a simple completion of a cone consisting
of states on Aq combined with an arbitrary projection Q onto K2. But first we give a list of what
coincides and what is different for the three cases |q| < 1, q = 1, and q = −1.

In order to establish mappings O and T , fulfilling (2.1), (2.2), and O(α∗) = 1, we had in each of
the cases to enlarge the original algebra (with q = 0 being the only exception). For |q| < 1 it was
sufficient to consider the C∗–completion which yielded automatically bounded representing operators
even for the enlarged algebra. In the cases q = ±1 it was necessary to allow elements of infinite norm.
In both cases the enlarging was performed most easily in the picture of the function algebras Af and
A−f , respectively. The functions are C–valued for q = 1 and M2×2–valued for q = −1. In particular,
the functions O(γ(∗)) become essentially unbounded in both cases.

After having established the mappings O and T , we obtain for any vector in the domain of all
operators Oπ(Aq) a cocycle, mapping α∗ to this vector, and a corresponding conditionally positive
functional. For |q| < 1 the domain is the complete Hilbert space. In the other two cases we only
obtained a dense pre-Hilbert space.

In all three cases for ‘most’ of the representations a cocycle is already determined by its value on
α∗. For |q| < 1 this is true for all representations. In the cases q = 1 and q = −1 the Gaussian and
the anti-Gaussian part, respectively, have to be treated separately. Therefore, excluding these parts,
we obtain a classification of the cocycles by vectors in the respective domains of Oπ(γ(∗)).

In the case |q| < 1 we found that for a given cocycle η there is a conditionally positive functional
ψ fulfilling (1.2). In the cases q = ±1 we found that this may be not so. The values of ψ on K2

are determined by η. The classification of the restriction of the functionals to K2 is equivalent to
the classification of the states which have to be applied to T in order to obtain the functional. The
restriction to the dense subspace in the case of the cocycles for q = ±1 corresponds to the restriction
to those states which can be extended to all possibly unbounded functions in T (A±1) in the case of
the conditionally positive functionals.

The codimension of K2 in Aq is 2 for |q| < 1 and q = −1, and is 4 for q = 1. This corresponds
to the fact that there are 2 and 4 linearly independent functionals, vanishing on K2. In the next
chapter this fact will cause a subtle limit procedure when we try to approximate conditionally positive
functionals on A1 by conditionally positive functionals on Aq.

In all three cases the results obtained can be reinterpreted in terms of a Lévy-Khintchine formula.
On the level of the GNS–representation this description corresponds to introducing a new toplogy on
the space of cyclic vevtors. For |q| < 1 the resulting space is bigger than the original Hilbert space.
However, for q = ±1 the Hilbert space is neither a super- nor a subset of the new topological space.

Now we come to the claimed unification. It is the description in terms of Lévy-Khintchine
formulae which allows us to define a procedure to find any conditionally positive functional on Aq in
a unified way for all q ∈ [−1, 1]. Let Q be an arbitrary projection onto K2. Let

ΦQ = {ϕ ◦ Q |ϕ positive}

be the cone consisting of all positive functionals ϕ onAq combined withQ. Denote by Φ the completion
of the cone

⋃
Q

ΦQ with respect to pointwise convergence. Clearly, any element ψ of Φ is a conditionally

positive functional. We show that also the converse is true.
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Theorem 5.27 For any q ∈ [−1, 1] the cone Φ consists of all conditionally positive functionals on
Aq.

Proof Let ψ be a conditionally positive functional on Aq. First, we assume that ψ ◦P = ψ. If ψ has
no Gaussian part (and also no anti-Gaussian part if q = −1), then the Lévy-Khintchine formula
tells us that ψ ∈ Φ.

We obtained the restrictions of the Gaussian parts ψδ of the functionals to K2 as second derivatives
of families of states ϕt with respect to t at t = 0 for which lim

t→0
ϕt = δ holds. Therefore, if ψδ ◦P = ψδ,

we have

ψδ = lim
t→0

ϕt ◦ P
t2

which means that also ψδ ∈ Φ. Clearly, the same holds for the anti-Gaussian part of a functional on
A−1, because it was given as limit of the same form.

A general conditionally positive functional has the form

ψ = ψ ◦ P + r1δ + rαδ′

for q 6= 1 and

ψ = ψ ◦ P1 + r1δ + δ′r

for q = 1 where r1, rα ∈ R and r ∈ R3. We first consider the case q 6= 1. Notice that the general
projection onto K2 has the form

Q = Id− (1 + c1)δ −
(

α− α∗

2i
+ cα

)
δ′

= P − c1δ − cαδ′

with c1, cα being arbitrary elements of K2. There exist a state ϕ on Aq and c ∈ K2 such that ϕ(c) = 1.
Therefore, by setting c1 = − r1

t c and cα = − rα

t c, we obtain

lim
t→0

tϕ ◦ Q = r1δ + rαδ′,

i.e. r1δ + rαδ′ ∈ Φ. The proof for q = 1 is analogous.

N.B.: It might be an interesting suggestion to ask for which pairs (A, δ) consisting of a ∗–algebra
A and a homomorphism δ the conditionally positive functionals can be described in that way.
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Chapter 6

The cases q = ±1 as limits q → ±1

If we put q = ±1 formally in expressions of the general representation of Aq, we obtain representations
of A±1 which map either α or γ to 0, or to a direct sum of both. We use the notions of Appendices
A and B in order to define q–dependent families of states and conditionally positive functionals which
converge in some sense to states and conditionally positive functionals on A±1, respectively, as q tends
to ±1.

First we give a precise meaning to ‘convergence of a family of mappings’ for different q. Let F
denote the free unital ∗–algebra generated by the non-commutative indeterminants α and γ. For any
q ∈ [−1, 1] the ideal generated by Relations (1.4) is denoted by Iq. By Eq we denote the canonical
homomorphism from F onto Aq. If now ϕq is a family of mappings from Aq into the same topological
space, we can raise it to a family Φq of mappings on F by setting

Φq = ϕq ◦ Eq.

We say that lim
q→q0

ϕq = ϕq0 (or, in other words, ϕq is continuous at q0) if and only if lim
q→q0

Φq = Φq0

pointwise on F . We also say that a sequence ϕn of mappings on Aqn converges to a mapping ϕ on
Aq, if lim

n→∞
qn = q and lim

n→∞
Φn = Φ pointwise.

6.1 States

Proposition 6.1 Let ϕq be a family of states on Aq for q ∈ (−1, 1). If the limits Φ±1 = lim
q→±1

Φq

exist, there are states ϕ±1 on A±1, such that ϕ±1 = lim
q→±1

ϕq.

Proof A mapping ϕq is a state on Aq if and only if Φq is a state on F . Therefore, the limits Φ±1

are states on F .
It remains to show that Φ±1 vanishes on I±1. Suppose that a±1 is an element of I±1. It can be

written as

a±1 =
∑

i∈{a,...,e}
ai±Ri±1bi±,

where ai±, bi± ∈ F and Ri q denotes the i–relation of Relations (1.4) (e.g. Ra q = αγ − qγα). By
replacing Ri±1 with Ri q we easily see that a±1 differs from an element of Iq by ∆q± which is of the
form

∆q± = (±1− q)
n∑

j=1

fj±(q)cj±,

where fj±(q) are bounded (continuous) functions of q and cj± are q–independent elements of F . Thus,
we obtain

lim
q→±1

Φq(∆q±) = 0
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and consequently our statement.

Let λ, µ be complex numbers. From |λ− µ|2 > 0 if and only if λ 6= µ we can conclude that

lim
t→∞

etλµetλµ

et|λ|2et|µ|2 =
{

1 for λ = µ
0 otherwise.

We prove a q–analogue (cf. Appendix A).

Proposition 6.2 For λ, µ ∈ U1(0) the q–exponential fulfills

lim
q→1

eλµ
q eλµ

q

e
|λ|2
q e

|µ|2
q

=
{

1 for λ = µ
0 otherwise.

Proof For λ = µ the statement is clear. Thus, let λ 6= µ. By the product representation of ez
q we

obtain

eλµ
q eλµ

q

e
|λ|2
q e

|µ|2
q

=
∞∏

k=0

(1− qk|λ|2)(1− qk|µ|2)
(1− qkλµ)(1− qkλµ)

=
∞∏

k=0

(
1− qk(λ− µ)(λ− µ)

(1− qkλµ)(1− qkλµ)

)
. (6.1)

All factors lie in [0, 1). Therefore, so does the product. On the other hand, for q → 1 the factors
converge to

1− (λ− µ)(λ− µ)
(1− λµ)(1− λµ)

which is less than 1. Since the product contains an arbitrary number of factors close to this limit, if
only q is sufficiently close to 1, the product will be smaller than any given positive number.

Roughly speaking, the unit vectors

êq2(λ) =
eq2(λ)√

e
|λ|2
q2

‘become orthogonal’ if q tends to ±1. We use this property in order to approximate irreducible states
on A±1.

Proposition 6.3 Let (ϕ, x, y) be a point in SU(2) such that 0 < x2 + y2 < 1. Furthermore, let
c = (c1, c2) be a unit vector in C2. Denote by c¯ êq2(λ) the unitvector

c¯ êq2(λ) =
c1êq2(λ) + c2êq2(−λ)√
1 + (c1c2 + c2c1)

e
−|λ|2
q2

e
|λ|2
q2

in h0 where λ =
√

1− x2 − y2eiϕ, χ = arg(x + iy). Then we have

(i)

lim
q→1

〈êq2(λ)|ρχ|êq2(λ)〉 = δϕxy.

(ii)

lim
q→−1

〈c¯ êq2(λ)|ρχ|c¯ êq2(λ)〉 = 〈c|δ̂ϕxy|c〉.
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Proof Assume, for the moment, that χ = 0. Then, since ρ0 does not distinguish between γ and γ∗

and by hermiticity, it follows that it is sufficient to prove the statement for γnαm with n,m ∈ N0.
We have ρ0(α)eq2(λ) = λeq2(λ) and ρ0(γ)eq2(λ) = eq2(qλ) (cf. Appendix B). Therefore, αm gives

a factor (±λ)m and γn gives a factor qn in the argument of the q–coherent state. Thus, denoting the
normalization factor in the second case by |c|¯, we have to compute the expressions

lim
q→1

λm 〈eq2(λ)|eq2(qnλ)〉
e
|λ|2
q2

= lim
q→1

λm
e
qn|λ|2
q2

e
|λ|2
q2

in the first case, and

lim
q→−1

1

|c|2¯e
|λ|2
q2

(
|c1|2λm〈eq2(λ)|eq2(qnλ)〉 + c1c2(−λ)m〈eq2(λ)|eq2(−qnλ)〉 +

+ c2c1λ
m〈eq2(−λ)|eq2(qnλ)〉 + |c2|2(−λ)m〈eq2(−λ)|eq2(−qnλ)〉

)

= lim
q→1

(|c1|2λm + |c2|2(−λ)m)eqn(−1)n|λ|2
q2 + (c1c2(−λ)m + c2c1λ

m)eqn(−1)n+1|λ|2
q2

|c|2¯e
|λ|2
q2

in the second case where we transformed the limit q → −1 into a limit q → 1. The recursion formula
for the q–exponential reads

e
±qn+2|λ|2
q2 = (1∓ qn|λ|2)e±qn|λ|2

q2 .

In the first case we see that

lim
q→1

e
q2n|λ|2
q2

e
|λ|2
q2

= (1− |λ|2)n and lim
q→1

e
q2n+1|λ|2
q2

e
|λ|2
q2

= (1− |λ|2)n lim
q→1

e
q|λ|2
q2

e
|λ|2
q2

,

if the latter limit exists. For the second case we consider

e
−qn|λ|2
q2 < e

−qn+1|λ|2
q2 (6.2)

for q ∈ (0, 1). Since |λ| 6= 0, Proposition 6.2 yields

e
−|λ|2
q2

e
|λ|2
q2

→ 0

as q → 1. Therefore, |c|¯ converges to 1. It follows by (6.2) and the recursion formula that

e
±(−1)nqn|λ|2
q2

e
|λ|2
q2

→ 0 for ± (−1)n = −1.

For ±(−1)n = 1 we obtain the same numbers as in the first case. Thus, it remains to calculate

lim
q→1

e
q|λ|2
q2

e
|λ|2
q2

.

We define

Fq(x) =
eqx
q2

ex
q2

.
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By looking at the factors 1−q2kx
1−q2k+1x

of the infinite product we easily find that Fq is a strongly decreasing
function of x ∈ (0, 1), i.e. Fq(x)Fq(qx) < Fq(qx)Fq(qx) < Fq(qx)Fq(q2x). Since Fq(x)Fq(qx) = 1− x,
we have

1− x < Fq(qx)2 < 1− qx. (6.3)

Therefore,

lim
q→1

Fq(x) = lim
q→1

1− x

Fq(qx)
=
√

1− x,

and, henceforth,

lim
q→1

e
qn|λ|2
q2

e
|λ|2
q2

=
√

1− |λ|2
n

.

We insert this and obtain

lim
q→1

〈êq2(λ)|ρ0(γnαm)|êq2(λ)〉 = λm
√

1− |λ|2
n

and

lim
q→−1

〈c¯ êq2(λ)|ρ0(γnαm)|c¯ êq2(λ)〉 = λm
√

1− |λ|2
n




|c1|2 + |c2|2(−1)m for n even

c1c2(−1)m + c2c1 otherwise

which is the claimed result for χ = 0.
The general case can be obtained by multiplying with the factor eiχ for each γ and e−iχ for each

γ∗.

The excluded cases |λ0| = 0, 1 can be obtained as the limit λ → λ0 of the above expressions. In
our next step we include these cases by replacing λ with a function λ(q) which converges to λ0 as q
tends to ±1.

Notice that the approximating expressions, in (i) and (ii) of the foregoing Proposition, are analytic
functions in the variable |λ|2 and can be continued analytically to |λ|2 < 1

1−q . For a given λ0 =

eiϕ|λ0| ∈ U1(0) we introduce the function

λ(q) =





λ0 for
(

1− 1
2
|λ0|2

)− ln 2
ln q2

< 1− q2

eiϕ(|λ0|+ δλ) otherwise

on 1
2 ≤ q2 < 1, where δλ is a non-negative real number such that

(
1− 1

2
(|λ0|+ δλ)2

)− ln 2
ln q2

= 1− q2.

We explain why this is well-defined. Notice that κ = − ln 2
ln q2 is a positive real number which tends to

infinity as q tends to ±1. Therefore, if the first case is not true, it is always possible to find a unique
δλ such that the second case is fulfilled. The lower boundary for q2 guarantees that |λ(q)| ≤ 1. (If
q2 = 1

2 , we have κ = 1 and 1 − q2 = 1
2 , i.e. |λ0| + δλ = 1.) Obviously, δλ converges to 0 as q → ±1.

The worst case for this convergence is λ0 = 0, i.e. the convergence is uniformly in λ0. We collect the
properties of λ(q).

Proposition 6.4 For the function λ(q) on 1
2 ≤ q2 < 1 which is assigned to any λ0 =∈ U1(0) by the

above definition the following holds.
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(i) 0 < |λ(q)| ≤ 1.

(ii) λ(q) is continuous.

(iii) lim
q→±1

λ(q) = λ0 uniformly in λ0.

(iv) For any λ0 6= 0 we even have λ(q) = λ0 for q sufficiently close to ±1.

(v)
(

1− 1
2
|λ(q)|2

)− ln 2
ln q2

≤ 1− q2 for all λ0.

Having done these preparations, we can prove the following

Theorem 6.5 Let (ϕ, x, y) be a point in SU(2) and set λ0 =
√

1− x2 − y2eiϕ, χ = arg(x+ iy). Then
we have

(i)

lim
q→1

〈êq2(λ(q))|ρχ|êq2(λ(q))〉 = δϕxy.

(ii)

lim
q→−1

〈c¯ êq2(λ(q))|ρχ|c¯ êq2(λ(q))〉 = 〈c|δ̂ϕxy|c〉.

uniformly in λ0 and in the unit vector c = (c1, c2) ∈ C2.

Proof Consider the proof of Proposition 6.3. The expressions to be calculated are the same except
that the fixed number λ is replaced everywhere by λ(q). The expressions are linear combinations

of the functions 1
|c|2¯

, Fq(|λ|2)
|c|2¯

, and
e
−|λ|2
q2

|c|2¯e
|λ|2
q2

where the coefficients are polynomials P (q2, λ, λ). If we

insert λ(q), these coefficients assume their limits P (±1, λ0, λ0) uniformly in λ0 because λ0 does so. Of

course, |c|2¯ assumes its limit 1 uniformly in λ0, if
e
−|λ(q)|2
q2

e
|λ(q)|2
q2

does so. Thus, our proof is complete if we

show that lim
q→1

Fq(|λ(q)|2) =
√

1− |λ0|2 and lim
q→1

e
−|λ(q)|2
q2

e
|λ(q)|2
q2

= 0 uniformly in λ0.

Consider (6.3) which holds for 0 < x < 1. We obtain

1− x√
1− qx

< Fq(x) <
1− x√
1− x

.

This inequality also holds for x = 1, if we change the < signs to ≤. Therefore,

|√1− x− Fq(x)| ≤ (1− x)
(

1√
1− x

− 1√
1− qx

)
=

1− x√
1− x

√
1− qx

(
√

1− qx−√1− x)

=
√

1− x

1− qx

x(1− q)√
1− qx +

√
1− x

.

We easily check that the function x(1−x)
1−qx of x has a unique maximum on (0, 1) at x0 = 1−√1−q

q . Thus,

1− x0 =
√

1− q 1−√1−q
q and 1− qx0 =

√
1− q. Therefore,

√
x(1− x)
1− qx

≤ 1−√1− q

q
= x0.
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We obtain

|√1− x− Fq(x)| ≤ 1−√1− q

q

√
x(1− q)√

1− qx +
√

1− x
≤
√

1− q

q
.

This is the uniform convergence of Fq(x) → √
1− x.

κ was given by κ = − ln 2
ln q2 . Obviously we have q2κ = 1

2 . By [κ] we denote the greatest integer less
than or equal to κ. We have

q2k ≥ 1
2

for k ≤ [κ].

From (6.1) we obtain


e

−|λ|2
q2

e
|λ|2
q2




2

=
∞∏

k=0

(
1− 4q2k|λ|2

(1 + q2k|λ|2)2
)

≤
∞∏

k=0

(1− q2k|λ|2)

≤
[κ]∏

k=0

(1− q2k|λ|2) ≤
(

1− 1
2
|λ|2

)[κ]+1

≤
(

1− 1
2
|λ|2

)κ

for all λ. We insert λ(q) and obtain

e
−|λ(q)|2
q2

e
|λ(q)|2
q2

≤
√(

1− 1
2
|λ(q)|2

)κ

≤
√

1− q2 =
√

1 + q
√

1− q

for q2 > 1
2 . This is the uniform convergence of

e
−|λ(q)|2
q2

e
|λ(q)|2
q2

→ 0.

Notice that 〈c|δ̂ϕxy|c〉 can be written in the form

〈c|δ̂ϕxy|c〉 = Tr |c〉〈c|δ̂ϕxy = Tr ĉδ̂ϕxy,

where we introduced the matrix ĉ =
( |c1|2 c1c2

c2c1 |c2|2
)

. If we assign to any matrix m̂ of unit trace the

operator

Mλ(m̂) =
1

1 + (m12 + m21)
e
−|λ|2
q2

e
|λ|2
q2

(
|êq2(λ)〉m11 〈êq2(λ)|+ |êq2(λ)〉m12 〈êq2(−λ)|+

+ |êq2(−λ)〉m21 〈êq2(λ)|+ |êq2(−λ)〉m22 〈êq2(−λ)|
)

in B(h0) which also has trace 1, then we obtain

Tr Mλ(ĉ)ρχ = 〈c¯ êq2(λ)|ρχ|c¯ êq2(λ)〉.

Since any positive 2×2–matrix can be decomposed into the sum of at most two dyadic products |c〉〈c|
and the normalization factors converge to 1 (uniformly in λ0 if λ is replaced by λ(q)), we see that for
any positive matrix m̂ of unit trace we obtain a family Tr Mλ(q)(m̂)ρχ of states on Aq such that

lim
q→−1

Tr Mλ(q)(m̂)ρχ = Tr m̂ δ̂ϕxy

uniformly in (ϕ, x, y) and m̂.
Now let ϕ± be arbitrary states on A±1. By the last two sections of the preceeding chapter we

know that there is a measure dν+ on SU(2) in the first case, and a matrix measure dν̂− = n̂ dν− on
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SU(2), where n̂ is a ν−–integrable function with values in the positive matrices of unit trace, in the
second case, such that

ϕ+ =
∫

SU(2)

δϕxy dν+
ϕxy,

and

ϕ− =
∫

SU(2)

Tr n̂(ϕxy)δ̂ϕxy dν−ϕxy

respectively. Obviously 〈êq2(λ(q))|ρχ|êq2(λ(q))〉 and Tr Mλ(q)(n̂(ϕxy))ρχ are ν±–integrable functions
which converge uniformly in (ϕ, x, y) if q tends to ±1. Therefore, we obtain by an application of the
theorem of majorized convergence that the order of integration over SU(2) and the limit q → ±1 can
be exchanged. The following is a simple corollary.

Theorem 6.6 Arbitrary states ϕ± on A±1 can be approximated by states on Aq. We have

ϕ+ = lim
q→1

∫

SU(2)

〈êq2(λ(q))|ρχ|êq2(λ(q))〉 dν+
ϕxy

and

ϕ− = lim
q→−1

∫

SU(2)

Tr Mλ(q)(n̂(ϕxy))ρχ dν−ϕxy.

The approximation is uniformly in ϕ±.

So far, we know how to approximate arbitrary states (or more generally arbitrary positive func-
tionals on A±1 by states (positive functionals of the same norm) on Aq.

6.2 Conditionally positive functionals

First let us agree on some notation. If ψq is any conditionally positive functional on Aq, we denote
by Ψq = ψq ◦ Eq the corresponding raised functional on F . By Kq

i ⊂ F , i = 1, 2, we denote the sets
consisting of all a ∈ F such that Eq(a) ∈ Ki for the corresponding q ∈ [−1, 1]. Notice that δϕ ◦ Eq

does not depend on q. Consequently we can define the mappings δF = δ ◦ Eq and δ′F = δ′ ◦ Eq.
Since no confusion can arise, we will omit the subscript F . The same will be done for the projections
(Id − δF1) = (Id − δ1) ◦ Eq and PF = P ◦ Eq. However, notice that indeed P−1 ◦ E−1 = P ◦ Eq, but
P1 ◦ E1 < P ◦ Eq and, of course, P1 ◦ E1 does not vanish on Iq unless q = 1. Thus, we can omit the
superscript q in Kq

1 = K1 for all q and in Kq
2 = K2 for q 6= 1.

Clearly, a hermitian functional ψq is conditionally positive if and only if the raised functional Ψq

is positive on K1. Therefore, we obtain the analogue of Proposition 6.1.

Proposition 6.7 Let ψq be a family of conditionally positive functionals on Aq for q ∈ (−1, 1). If
the limits Ψ±1 = lim

q→±1
Ψq exist, there are conditionally positive functionals ψ±1 on A±1, such that

ψ±1 = lim
q→±1

ψq.

Notice that

F = K1 ⊕C1

K1 = K2 ⊕C
α− α∗

2i

K2 = K1
2 ⊕C

γ + γ∗

2
⊕C

γ − γ∗

2i

K1
2 = K2 ⊕C

β + β∗

2
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where we defined K2 = lin(K1 · K1).
Recall Definition (1.5) of the set G. By G we denote the corresponding set of generators of F . We

denote by

Gn =
n⋃

k=2

Gk

for n ≥ 2 the set of all monomials having length between 2 and n. In the sequel, we will approximate
general conditionally positive functionals on A±1 by sequences ψn of conditionally positive functionals
on Aqn

where qn → ±1. The approximaton will be such that the deviation of ψn to its limit is less
than C 1

n for all g ∈ Gn where C > 0 is an appropiate constant. Then ψn converges for all a ∈ K2,
because a ∈ lin(Gn0) for some n0. On the other hand, since the Gn are finite sets, a limit, which exists
for any a ∈ K2, can be performed uniformly on Gn (for fixed n).

By ψ±λ0χ we denote the conditonally positive functionals

ψ+
λ0χ = 〈êq2(λ(q))|ρχ ◦ P|êq2(λ(q))〉

ψ−λ0χ = Tr Mλ(q)(m̂(λ0, χ))ρχ ◦ P

on Aq, where m̂ is a function on SU(2) with values in the positive 2 × 2–matrices of unit trace. We
have

lim
q→1

ψ+
λ0χ = δϕxy ◦ P = δ+

ϕxy

lim
q→−1

ψ−λ0χ = Tr m̂(λ0, χ)δ̂ϕxy ◦ P = δ−ϕxy

uniformly on SU(2). Notice, however, that the first expression differs from δϕxy ◦P1 by the functional
xδ′x + yδ′y. We will be concerned with this problem later.

Denote by Mn the set

Mn =
{

(ϕxy) ∈ SU(2)
∣∣∣x2 + y2 ≥ 1

n

}
.

Let ψ± be the conditionally positive functionals on A±1 given by the Lévy-Khintchine formulae

ψ+ =
∫

SU(2)

δϕxy ◦ P1 dµ+
ϕxy

ψ− =
∫

SU(2)

Tr m̂(λ0, χ)δ̂ϕxy ◦ P dµ−ϕxy,
(6.4)

where dµ± are measures having no atom at identity and fulfilling the necessary conditions

M± =
∫

SU(2)

(x2 + y2) dµ±ϕxy < ∞

and m̂ is µ−–integrable.

Proposition 6.8 There are monotone sequences {q±n }n≥2 with −1 < q±n < 1 and lim
n→∞

q±n = ±1, such
that

Ψ±(a) = lim
n→∞

∫

Mn

Ψ±λ0χ(a) dµ±ϕxy

for all sequences {qn}n≥2 with q+
n < qn < 1 and −1 < qn < q−n , respectively, and all a ∈ K2.

N.B.: The dependence on qn is hidden in the raised conditionally positive functionals Ψ±λ0χ which
vanish on Iqn .
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Proof Since on K2 both the projections P and P1 dissappear, the expressions converge by (6.4) to
the stated values, if we replace Ψ±λ0χ by their limits δ±ϕxy.

On the other hand, the limit of the integrands can be performed uniformly on Gn and SU(2). We
choose q±n such that

|Ψ±λ0χ(g)− δ±ϕxy(g)| <
1
n2

≤ x2 + y2

n

for all (ϕ, x, y) ∈ Mn, g ∈ Gn, and qn closer to ±1 than q±n . We obtain
∫

Mn

|Ψ±λ0χ(g)− δ±ϕxy(g)| dµ±ϕxy <
M±

n
.

This is our claimed convergence. Of course, q±n can be chosen monotone.

Obviously, both the left- and right-hand side vanish on 1 and α−α∗
2i . And by Relation (e) we see

that also Ψ±
(

β+β∗

2

)
is approximated properly by the right-hand side. Thus, we immediately can

extend the foregoing Proposition to

KP = K2 ⊕C
β + β∗

2
⊕C

α− α∗

2i
⊕C1

which is precisely the set, on which P and P1 coincide.
In the case when q → −1 we even obtain by Relations (ã) and (ã)∗ that Ψ−(γ(∗)) is approximated

by the right-hand side. Henceforth, the approximation is valid on the whole of the algebra F .
In the case when q → 1 we have to add something which converges in a sufficiently uniform way

to the functional

δϕxy ◦ P1 − δϕxy ◦ P = −
(

δ′xδϕxy

(
γ + γ∗

2

)
+ δ′yδϕxy

(
γ − γ∗

2i

))

= −(xδ′x + yδ′y) = δ′r

with r = (0,−x,−y). This functional will also be needed in order to write down the general Gaussian
part.

Proposition 6.9 There are positive numbers εn, and a monotone function q0(t) on (0, 1) with 0 <
q0(t) < 1 and lim

t→0
q0(t) = 1, such that

∣∣∣∣∣∣∣

Ψ+(
eitϕ

√
1−t2(x2+y2)

)
(χ)

(g)

t
− δ′r(g)

∣∣∣∣∣∣∣
<

1
n2

for all g ∈ G ∪ Gn, r ∈ SU(2), t < εn and all functions q(t) such that q0(t) < q(t) < 1.

N.B.: Actually, r is a vector in R3. By r ∈ SU(2) we mean that the components (ϕ, x, y) of r
describe an element of SU(2) where the parameter ϕ lies in [−π, π).

Proof First choose εn such that
∣∣∣∣
δ(tϕ)(tx)(ty)(g)

t
− δ′r

∣∣∣∣ <
1

2n2

for all g ∈ G ∪ Gn, r ∈ SU(2), and t < εn. This is possible, because G ∪ Gn is finite, g ∈ K1, i.e.
δ(g) = 0, and r ∈ [−π, π]3 ⊂ R3.

Then choose q0(t), such that
∣∣∣∣∣∣∣

Ψ+(
eitϕ

√
1−t2(x2+y2)

)
(χ)

(g)− δ(tϕ)(tx)(ty)(g)

t

∣∣∣∣∣∣∣
<

1
2n2
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for all g ∈ G ∪ Gn, t ∈ (0, 1), and q ∈ (q0(t), 1). This is possible, because the approximation of δϕxy is
uniform on SU(2). Of course, q0(t) can be chosen monotone.

Example 6.1 Notice that Ψ+(
eitϕ

√
1−t2(x2+y2)

)
(χ)

(g) is analytical in t2. Thus, the derivative with

respect to t is zero at t = 0. This is, why we cannot perform the t–limit first for fixed q and the limit
q → 1 afterwards. If this was possible, we could say immediately what we understand by a derivation
in the direction of γ(∗) for |q| < 1. (Just choose r = (0, 1,±1).) In general, we would expect such a
derivation to be different from 0 on γ(∗) and to vanish at least on all monomials having more than
one factor γ(∗). However, there cannot be such a functional on Aq which is also conditionally positive.
(The functionals given in [35] which replace the usual derivations are not even hermitian.)

Consider a conditionally positive functional ψγ on Aq which is 0 on γ∗γ = γγ∗. For the corre-
sponding cocycle ηγ we obtain ‖ηγ(γ)‖2 = ψγ(γ∗γ) = ‖ηγ(γ∗)‖2 = 0. On the other hand, we have

γ(∗) = qβγ(∗)−γ(∗)β
1−q . Therefore, also

ψγ(γ(∗)) =
q〈ηγ(β∗)|ηγ(γ(∗))〉 − 〈ηγ(γ(∗)∗)|ηγ(β)〉

1− q

must be 0. This remains true also for q = −1.

Now we use Proposition 6.9 in order to approximate Ψ+(γ(∗)).

Corollary 6.10 We have

Ψ+ = lim
n→∞

∫

Mn


Ψ+

λ0χ +
Ψ+(√

1−t2n(x2+y2)
)
(−χ)

tn


 dµ+

ϕxy

for all sequences {tn}n≥2, and {qn}n≥2 with 0 < tn < εn, and max(q+
n , q0(tn)) < qn < 1.

Proof On γ(∗) the difference between the first summand in the integrand and its limit x ± iy can
be estimated from above by 1

n2 . The difference between the second summand and its limit −(x± iy)
can also be estimated by 1

n2 . Therefore, the integrals over these differenes converge to 0.
On KP the second term converges to

∫

SU(2)

δ′r dµ+
ϕxy

with r = (0,−x− y) which can be seen by the same estimates as for the first term. Since δ′r = 0 on
KP , this limit is 0.

We collect the results obtained so far.

Theorem 6.11 There are universal sequences {tn}n≥2, and {q±n }n≥2, such that any pair of condition-
ally positive functionals ψ± on A±1 with integral representation (6.4) can be approximated as limits
of conditionally positive functionals on Aq±n

in the form

ψ+ = lim
n→∞

∫

Mn


ψ+

λ0χ +
ψ+(√

1−t2n(x2+y2)
)
(−χ)

tn


 dµ+

ϕxy

ψ− = lim
n→∞

∫

Mn

ψ−λ0χ dµ−ϕxy.

Since δ, δ′, and δ′′ do not depent on q, the problem of approximating a Gaussian part on A−1

is already solved. By Proposition 6.9 we also solved the problem of approximating the functional δ′r

on A1. (The general case r ∈ R3 can be reduced to the case when r ∈ SU(2).) Thus, up to this
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moment we are able to express conditionally positive functionals ψ+, and ψ− on A1, and A−1 having
no Gaussian and anti-Gaussian parts, respectively, by limits of conditionally positive functionals on
Aq.

Now we come to the last yet missing building blocks δ′′r and ψ
r

for r ∈ R3 and r ∈ C×R2 which
are needed to express the Gaussian and anti-Gaussian part, respectively. On K2 we have

ψ
r

= lim
t→0

〈
ê1 + tϕê2

t

∣∣∣δ̂0(tx)(ty)

∣∣∣ ê1 + tϕê2

t

〉

and, of course,

δ′′r

2
= lim

t→0

δ(tϕ)(tx)(ty)

t2
.

If we set m̂ = 1
1+|ϕ|2t2

(
1
ϕt

ϕt
|ϕ|2t2

)
in order to express the state

〈
ê1+tϕê2

t |•| ê1+tϕê2
t

〉

1 + |ϕ|2t2

in the form Tr • m̂, we obtain by a proof completely analogous to that of Proposition 6.9

Proposition 6.12 There are positive numbers εn, and monotone functions q±(t) on (0, 1) with q±(t)
between 0 and ±1 and lim

t→0
q±(t) = ±1, such that

∣∣∣∣∣∣∣

Ψ+(
eitϕ

√
1−t2(x2+y2)

)
(χ)

(g)

t2
− δ′′r(g)

2

∣∣∣∣∣∣∣
<

1
n

,

and
∣∣∣∣∣∣∣
(1 + |ϕ|2t2)

Ψ−(
1
√

1−t2(x2+y2)
)
(χ)

(g)

t2
− ψ

r

∣∣∣∣∣∣∣
<

1
n

,

for all g ∈ Gn, r ∈ SU(2), t < εn and all functions q(t), such that q(t) between q±(t) and ±1.

This means that the Gaussian and anti-Gaussian part can be approximated by Ψ± at least on
K2. Again the statement remains true on KP and in the case when q → −1 it is even true on the
whole algebra F . For q → 1 consider the sequence of conditionally positive functionals

ψ0
n =

ψ+(
eitnϕ

√
1−t2n(x2+y2)

)
(χ)

t2n

+
ψ+(

eisnϕ
√

1−s2
n(x2+y2)

)
(−χ)

tnsn

on Aqn . Choose tn ≥ tn+1 → 0 such that
∣∣∣∣
δ(tnϕ)(tnx)(tny)(g)

t2n
− δ′′r(g)

2

∣∣∣∣ <
1
n

,

and then sn ≥ sn+1 → 0 such that
∣∣∣∣
δ(snϕ)(−snx)(−sny)(g)

tnsn

∣∣∣∣ <
1
n

,

for all g ∈ Gn. We have

δ(tnϕ)(tnx)(tny)

t2n
+

δ(snϕ)(−snx)(−sny)

tnsn
−→ δ′′r

2
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on K1
2. On the other hand,

δ(tnϕ)(tnx)(tny)(γ(∗))
t2n

+
δ(snϕ)(−snx)(−sny)(γ(∗))

tnsn
= 0 = δ′′r(γ(∗)).

Thus, the convergence is also on K2. Now we choose qn ≤ qn+1 → 1 such that
∣∣∣∣Ψ+(

eitnϕ
√

1−t2n(x2+y2)
)
(χ)

(g)− δ(tnϕ)(tnx)(tny)(g)
∣∣∣∣ <

t2n
n

,

and
∣∣∣∣Ψ+(

eisnϕ
√

1−s2
n(x2+y2)

)
(χ)

(g)− δ(snϕ)(snx)(sny)

∣∣∣∣ <
tnsn

n

for all g ∈ {β + β∗, γ, γ∗} ∪ Gn. Since Ψ+
λ0χ and δ′′r are 0 on α− α∗ and 1, we obtain the following

Proposition 6.13 We have

lim
n→∞

ψ0
n =

δ′′r

2
.

Example 6.2 We mention that it is also not possible to find a conditionally positive functional ψγ2

on Aq for |q| < 1, being different from 0 on γ∗γ but vanishing on all monomials, having more than
three factors γ(∗). (Such a functional would be the analogue of the Gaussian functionals δ′′(0,1,±1)

in the classical case.) From ψγ2(γ∗γ∗γγ) = ψγ2(γγ∗γγ∗) = 0 we conclude ‖π(γ)ηγ2(γ(∗))‖ = 0. On

the subspace where π(γ) = 0 we have ηγ2(γ(∗)) = 0. On the subspace where π(γ) is injective we also

obtain that ηγ2(γ(∗)) must be 0. In other words, a maximal quadratic component of a conditionally
positive functional on Aq for |q| < 1 (cf. [13]) must be a Gaussian part ψδ of the form written down
in Corollary 2.11.

Up to this point we are able to split up a given conditionally positive functional on A1 or A−1 into
several parts, and to approximate any of these parts by sequences of conditionally positive functionals
on Aqn , where qn converges to ±1. We emphasized that all approximations also work if the sequence
qn is replaced by a sequence q′n where q′n is closer to its limit ±1 than qn. Therefore, the sequences qn

belonging to different parts of the conditionally positive functional can be chosen to be the same. We
summarize.

Theorem 6.14 For any conditionally positive functional ψ on A±1 there is a sequence {qn} with
lim

n→∞
qn = ±1 and a sequence {ψn} of conditionally positive functionals on Aqn , such that

ψ = lim
n→∞

ψn.

Due to the last remark it is also always possible to find a family ψq of conditionally positive
functionals on Aq, such that

ψ = lim
q→±1

ψq.

6.3 Quantization and correspondence principle

In the previous chapters we considered the algebras Aq. We mentioned that for |q| < 1 all the C∗–
completions are isomorphic. This is why we stressed the interpretation of these Aq as subalgebras
of the same C∗–algebra A. The theory of conditionally positive functionals on Aq for any |q| < 1
could be unified to the q–independent theory of conditionally positive functionals on AT . The cases
q = ±1 appeared as quite different exceptional cases. (Notice that the generators αq, γq ∈ A depend
continiuously on q. However, their limit to α±1, γ±1 where q is replaced formally by ±1 is only strong
and the algebra generated by these operators is not isomorphic to A±1, because α±1 = 0. Actually, it
is not difficult to see that γ−1 is not even an element of A.)
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In this chapter we took on a complementary point of view. We considered the algebras Aq as
quotients of the same freely generated algebra F and the q–dependent ideals Iq. The description in
terms of the same finitlely generated algebra F enabled us to limit the topological problems of an
infinite dimensional vector space to those of the finite sets Gn. In this section we want to point out
that this framework provides a perfect understanding of Aq as a quantization of SU(2) and that the
results of this chapter can be interpreted as a correspondence principle.

Suppose we investigate a classical (physical) system whose phase space is SU(2). In classical
physics the observabels of such a sytem are representeted as (continuous) functions on the phase
space. Therefore, we can identify the set of observables on SU(2) with the commutative C∗–algebra
C(SU(2)) of continuous functions on SU(2). On the other hand, the dense subalgebra Af is generated
by the matrix entries fij considered as functions on SU(2). Therefore, these four functions can be
interpreted as the basic observables of the system. All other observables can be derived as functions
of these basic observables (like the canonical pair of variables (q, p) in the description of a one-particle
system). The expectation value of an observable is obtained by evaluating the corresponding function
in Af in the state in which the system is.

The quantization procedure consists in replacing the commutative algebra of observables by a non-
commutative algebra Aq, and again the expectation value of an observable is obtained by evaluating
a state on this observable. In order that the elements of Aq can be associated with the original
observables in Af it is postulated that fij are associated with four elements f̃ij of Aq, that Aq is
generated by these four elements, and that there is a basis of Af which is associated with a basis of
Aq. Of course, there is a canonical homomorphism Eq from the free unital ∗–algebra F generated by
the non-commuting indeterminants Fij onto Aq. In other words, Aq can be considered as the qotient
of F by the ideal Iq = ker(Eq) in F .

Here we do not want to investigate which quantizations are possible, i.e. which ideals of F can
be found, such that all the conditions are fulfilled. (We mention the further restriction that it is
not only an algebra which is to be quantized but also a Hopf algebra.) In the appendix of [35] an
exhausting investigation can be found of the motivation leading to the quantization by the ideals Iq

which are generated by Relations (1.4) and identification of the matrix entries with the corresponding
generators α and γ. As usual the quantization depends on a parameter q ∈ [−1, 1] and the classical
case is contained (q = 1). Furthermore, the ideals Iq are finitely generated and the generating relations
depend weakly continuous on q. (This weak continuity enabled us to prove Proposition 6.1.)

In quantum physics by the correspondence principle one means that the quantum description of
a system is close to its classical discription if only the quantization parameter is close to its classical
limit. In other words, for a given finite set of observables and a state on A1 there should be a number
q close to 1 and a state on Aq, such that the difference between the expectation values of an observable
in the two states becomes arbitrarily small. But this is precisely what we did by investigating the
sets Gn. Actually, we showed a correspondence principle not only for states but also for conditionally
positive functionals on both A1 and A−1. The convolution exponential

ϕt = etψ
? ,

with the usual multiplication replaced by the convolution ?, establishes a one-to-one correspondence
between conditionally positive functionals vanishing at identity and convolotion semi-groups of states
(cf. [27]). Therefore, one can say that we also proved a correspondence principle for convolution
semi-groups of states.
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Appendix

A q–Analysis

We present the well-known results on q–analysis in a slightly modified form which is more convinient
for our purposes. The proofs of formulae are omitted if they consist in simple computation.

A.1 q–Derivative and q–integral

Definition A.1 Let q ∈ (−1, 1) be a real number and S0 ⊂ C a star shaped area having 0 as star point.
By Cω(S0) we denote the space of analytic functions on S0. We introduce the two linear mappings
dq,

∫
q

: Cω(S0) → Cω(S0) by

(i) dq(f) =
df

dqz
, where

df

dqz
(w) =

f(w)− f(qw)
w

.

(ii)
∫

q

(f) =
∫

q

f , where
(∫

q

f

)
(w) =

∫ w

0

f(z) dqz =
∞∑

k=0

qkwf(qkw).

By expanding f into a power series, we easily see that dqf and
∫

q
f are indeed in Cω(S0).

N.B.: In order to obtain the usual notions of q–derivative and q–integral we have to divide our
derivative by (1−q) and to multiply our integral by (1−q). By looking at the corresponding expressions

f(w)− f(qw)
w − qw

, and
∞∑

k=0

(qkw − qk+1w)f(qkw)

we immediately see that they tend to the derivative and integral, respectively, of usual analysis as q
tends to 1.

Theorem A.1 (Main Theorem)

(i)
∫

q

dqf = f − f(0)

(ii) dq

∫

q

f = f.

Proof By replacing the infinite sum in the definition of the integral by a finite sum and then
performing the limit, we see that

(∫

q

dqf

)
(w) = f(w)− lim

n→∞
f(qn+1w)

and (
dq

∫

q

f

)
(w) = f(w)− lim

n→∞
qn+1f(qn+1w).

From this the statements follow.

By direct computation we obtain the following rules.
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Theorem A.2 For f, g ∈ Cω(S0) we have

(i)
d(fg)
dqz

(z) = f(z)
dg

dqz
(z) +

df

dqz
(z)g(qz) (q–Leibnitz rule)

(ii)
d( 1

f )

dqz
(z) = −

df
dqz (z)

f(z)f(qz)

(iii)
∫ w

0

f(z)
dg

dqz
(z) dqz +

∫ w

0

df

dqz
(z)g(qz) dqz

= f(w)g(w)−f(0)g(0) (q–partial integration)

Theorem A.3 For the non-negative powers of z we obtain

(i) dq(zk) = (1− qk)zk−1

(ii)
∫

q

(zk) =
zk+1

1− qk+1
.

N.B.: Of course, it is possible to extend the operation of q–derivation to functions which are
analytic on an area S such that qS ⊂ S. In the next paragraph such functions will actually appear.

A.2 q–Exponential function and q–Eulerian integral

Theorem A.4 The q–exponential function.

(i) By setting

ez
q =

∞∏

k=0

1
1− qkz

we define a meromorphic function on C\{q−k|k ∈ N0}.
(ii) On U1(0) we have

ez
q =

∞∑

k=0

zk

(1− q) · · · (1− qk)

(iii) ez
q is different from 0 everywhere. By setting

(ez
q)
−1 =

∞∏

k=0

(1− qkz)

we define a transcendent function.

Proof Consider the power series in (ii). Clearly, its radius of convergence is 1. (We have |z|
1−qk ≤ |z|

1−qK

for k > K and for any z ∈ U1(0) we can find K ∈ N0, such that |z|
1−qK < 1.) We find

ez
q − eqz

q = zez
q .

and consequently

ez
q =

1
1− z

eqz
q =

1
1− z

· · · 1
1− qkz

eqk+1z
q .
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Since lim
k→∞

eqk+1z
q = 1, we have that eqk+1z

q is different from zero for almost all k. Therefore, we find

ez
q = lim

k→∞
ez
q

eqk+1z
q

=
∞∏

k=0

1
1− qkz

.

Now let z be with |z| ≥ 1 and z 6= q−k, k ∈ N0. We can find K ∈ N such that qK |z| < 1.
Therefore, we see by using

ez
q = eqKz

q

K−1∏

k=0

1
1− qkz

that ez
q is analytic on the given domain.

Now suppose that ez
q is 0 for some z. By the recursion formula we see that 0 must be an accumula-

tion point of zeros. Therefore, the function has to assume the value 0 at 0 in contradiction to e0
q = 1.

Thus, we can define the reciprocal of ez
q on the whole complex plain. Since this function assumes the

value 0 for z = q−k, this function cannot be a polynomial. It must be transcendent.

Using the recursion formula and our derivation rule (ii), we obtain

Corollary A.5 The operation of q–derivation can be performed for ez
q and its reciprocal at any point

of their domains. We obtain

(i)
dez

q

dqz
(z) = ez

q

(ii)
d(ez

q)−1

dqz
(z) = (eqz

q )−1.

N.B.: Suppose that f and f̃ are two (non-vanishing) solutions of the q–differential equation (i). It
is not difficult to see that their quotient must be a constant. Therefore, ez

q is the only solution of (i),
fulfilling e0

q = 1. A similar statement is true for (ii).
Notice that the usual form of the q–exponential is given by

∞∑

k=0

zk

(
1−q
1−q

)
· · ·

(
1−qk

1−q

) = e(1−q)z
q .

This function converges pointwise to the exponential for q → 1.

Now we can describe the q–factorial [k]q! = (1 − q) · · · (1 − qk) by a q–Eulerian integral. (To
obtain the usual definition one has to divide by (1− q)k.)

Theorem A.6 We have
∫ 1

0

zk

eqz
q

dqz = (1− q) · · · (1− qk).

Proof We prove the statement by induction. Since

∫ 1

0

dqz

eqz
q

= −((e1
q)
−1 − (e0

q)
−1) = 1,

the statement is true for k = 0.
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Now suppose that it is true for k ≥ 0. We obtain
∫ 1

0

zk+1

eqz
q

dqz = −
∫ 1

0

zk+1(dq(ez
q)
−1)(z) dqz

=
[−zk+1(ez

q)
−1

]1
0

+
∫ 1

0

(dqz
k+1)(eqz

q )−1 dqz

= 0 + (1− qk+1)
∫ 1

0

zk

eqz
q

dqz.

This proves the statement for k + 1.

Now we show an estimate which will be useful in the next appendix.

Proposition A.7 For all w ∈ [0, 1] and k ∈ N0 we have

wk+1

eq
q

≤ wk+1

(1− qk+1)eqw
q

≤
∫ w

0

zk

eqz
q

dqz ≤ wk+1

(1− qk+1)
≤ wk+1

1− q
.

Proof By the power series representation we see that ez
q is a strictly increasing function on [0, 1).

Notice also that
(∫

q
•
)

(w) is a monotone functional for positive w. This yields immediately the two
inner estimates. The outer estimates are obvious.

B The representation ρ0 as a representation on a Hilbert space
of analytic functions

In this appendix we generalize the representation of the relation

aa∗ − qa∗a = 1

given in [5] to a representation of Aq, unitarily equivalent to ρ0 (cf. also [6]). We will show that
the scalar product stated in [5] turns indeed out to be the scalar product of the underlying Hilbert
space. (The authors of [5] only showed that their scalar product yields the correct values on a special
orthonormal basis. The proof of the well-definedness was left out.) However, notice that α and α∗

fulfill the slightly modified commutation rule

αα∗ − q2α∗α
1− q2

= 1.

Now consider the representation ρ0 on the Hilbert space h0 with orthonormal basis {ek}k∈N0 .
We introduce the q–coherent states as eigenvectors of ρ0(α). It is easy to check that they must be of
the form

eq2(λ) =
∞∑

k=0

λk

√
1− q2 · · ·

√
1− q2k

ek with |λ| < 1,

where λ is the eigenvalue. Under ρ0(α∗) these vectors behave like

ρ0(α∗)eq2(λ) =
∞∑

k=0

λk

√
1− q2 · · ·

√
1− q2k

√
1− q2(k+1)ek+1

=
1
λ

∞∑

k=0

λk

√
1− q2 · · ·

√
1− q2k

(1− q2k)ek =
deq2(λ)
dq2λ

.

The scalar product of two such vectors is given by

〈eq2(µ)|eq2(λ)〉 = eµλ
q2 .
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Now we ask how to build up the identity operator out of terms of the form |eq2(λ)〉〈eq2(λ)|.
We write λ = |λ|eiϕ in polar coordinates and intergate over ϕ. For fixed |λ| the double sum is

absolutely convergent and no problem can arise. We obtain
∫ 2π

0

|eq2(|λ|eiϕ)〉〈eq2(|λ|eiϕ)| dϕ

2π
=

∞∑

k=0

|ek〉 |λ|2k

(1− q2) · · · (1− q2k)
〈ek|.

If we now could perform the q2–Eulerian integral (see Appendix A) with respect to the variable
|λ|2 in order to eliminate q2–factorial in the denominator, we would obtaine a representation of the
identity. However, in order to perform the q2–integral the integrand has to be evaluated at |λ|2 = 1
where the sum is no longer norm convergent. On the other hand, due to Proposition A.7 we have for
w ∈ [0, 1)

∫ w

0

∫ 2π

0

|eq2(|λ|eiϕ)〉〈eq2(|λ|eiϕ)| dϕ

2π

dq2 |λ|2
e
q2|λ|2
q2

=
∞∑

k=0

|ek〉

∫ w

0

|λ|2k

e
q2|λ|2
q2

dq2 |λ|2

(1− q2) · · · (1− q2k)
〈ek|.

It is easy to see that

lim
w→1

∫ w

0

∫ 2π

0

|eq2(|λ|eiϕ)〉〈eq2(|λ|eiϕ)| dϕ

2π

dq2 |λ|2
e
q2|λ|2
q2

= 1

in the strong topology. Notice that the order of integrals does not matter. Using the notation
∫

f(λ) d2
q2λ = lim

w→1

1
2π

∫ w

0

∫ 2π

0

f(|λ|eiϕ) dϕdq2 |λ|2,

we obtain
∫ |eq2(λ)〉〈eq2(λ)|

e
q2|λ|2
q2

d2
q2λ = 1.

Obviously, this remains true if in the integrand λ is replaced by λ.
Consider the Hilbert space Hf of analytic functions which is defined by assuming that

{
zk

√
1− q2k

}

k∈N0

forms an orthonormal basis. Notice that the scalar products for different q ∈ (−1, 1) induce the same
topology. Therefore, Hf consists of all power series with square summable coefficients. The scalar
product of two elements f, g ∈ Hf can be obtained as

〈f |g〉 =
∫

f(λ)g(λ)

e
q2|λ|2
q2

d2
q2λ.

By

f ∈ h0 7−→ f(z) = 〈eq2(z)|f〉 ∈ Hf

we obviously define a Hilbert space isomorphism. For the representation operators in this image we
obtain

ρ0(α∗)f(z) = 〈eq2(z)|ρ0(α∗)f〉 = 〈ρ0(α)eq2(z)|f〉
= zf(z)

ρ0(α)f(z) = 〈ρ0(α∗)eq2(z)|f〉
=

df

dq2z
(z)

ρ0(γ(∗))f(z) = f(qz).
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The q–coherent state belonging to the eigenvalue λ is given by the q–exponential

〈eq2(z)|eq2(λ)〉 = ezλ
q2 .

Let ϕ = 〈f |ρ0|f〉 be a state with GNS–representation ρ0. (Notice that by irreducibilty any non-
vanishing vector in h0 is cyclic for ρ0.) Since ϕ is hermitian and ρ0 does not distinguish between γ
and γ∗, it is sufficient to know its values on α∗nγm for n,m ∈ N0. We obtain

ϕ(α∗nγm) =
∫

f(z)znf(qmz) d2
q2z.

C Proof of Lemma 5.22

Let α and γ be two bounded operators on H fulfilling Relations (a)-(d) both having 0 not as an eigen
value which determine the representation π. There are two spectral measures dEα

z and dEγ
w on C0

such that

α =
∫

z dEα
z and γ =

∫
w dEγ

w.

For any polynomial P we have γP (α, α∗) = P (−α,−α∗)γ. Therefore, we must have

γ dEα
z = dE−α

z γ = dEα
−zγ, (C.1)

because dEα
z is the limit of polynomials in α and α∗.

Since γ is injective and normal, we can define the unitary operator

Uγ =
γ

|γ| .

For any Borel set S ⊂ C0 we define the projection ES =
∫

S
dEα

z . Since |γ| =
√

γ∗γ commutes
with dEα

z , we see that the restriction Uγ : ESH → E−SH defines an isomorphism. Therefore, if
(S1, S2) is any partition of C0 into Borel sets, such that z ∈ S1 implies −z ∈ S2, with corresponding
projections E1, E2, we see that Uγ induces a unitary equivalence transform mapping dEα

z to dEα
−z.

Let us summarize.

Proposition C.1 There is a Hilbert space H0 with a spectral measure dE0
z on S1 and a pair of

isomorphisms

Φi : EiH
∼−→ H0, i = 1, 2,

such that

Φ−1
1 dE0

zΦ1 = dEα
z and Φ−1

2 dE0
zΦ2 = dEα

−z.

The action of Φi is written multiplicatively.
We identify H = E1H⊕E2H, i.e. ⊕ means just +. Obviously, we have EiΦ−1

j = δijΦ−1
j . We define

an isomorphism Φ : H
∼→ H0 ⊕H0 by Φ = Φ1 ⊕ Φ2. A vector (η1, η2) ∈ H0 ⊕H0 with components

ηi ∈ H0 is the image of

η = Φ−1
1 η1 + Φ−1

2 η2 = E1η + E2η ∈ H.

We find

ΦαΦ−1 =
(

Φ1αΦ−1
1 0

0 Φ2αΦ−1
2

)
and ΦγΦ−1 =

(
0 Φ1γΦ−1

2

Φ2γΦ−1
1 0

)
.

We easily check, that Φ1αΦ−1
1 = −Φ2αΦ−1

2 =
∫

S1
z dE0

z = α0 with α0 ∈ B(H0).
In order to have Φ1γΦ−1

2 = Φ2γΦ−1
1 we will now fix on a special choice for Φ1 and Φ2. Notice

that γ2

|γ|2 is a unitary operator, commuting with everything. By means of its spectral measure we can

88



define its 4th root, also commuting with everything, such that the restriction of 4

√
γ2

|γ|2 to E1H is a

unitary operator on E1H. By Φ0 = Φ1
4

√
γ∗2
|γ|2 we define another isomorphism E1H

∼→ H0 which also

fulfills Φ−1
0 dE0

zΦ0 = dEα
z , i.e. α0 = Φ0αΦ−1

0 . It is easily checked that the pair

Φ1 = Φ0
4

√
γ2

|γ|2

Φ2 = Φ0
4

√
γ∗2

|γ|2
γ

|γ|

has all the properties stated in the proposition. We find Φ1γΦ−1
2 = Φ2γΦ−1

1 = Φ0

√
γ2Φ−1

0 = γ0 with
γ0 ∈ B(H0). We obtain

ΦαΦ−1 =
(

α0 0
0 −α0

)
and ΦγΦ−1 =

(
0 γ0

γ0 0

)
.

Obviously α0 and γ0 commute, i.e. there is a spectral measure dE0
zw on S1 × C0, such that

α0 =
∫

S1×C0
z dE0

zw and γ0 =
∫

S1×C0
w dE0

zw.
Now we add another representation on H0 ⊕ H0, which coincides with the original one with the

exception that α0 is replaced by −α0 =
∫

S2×C0
z dE0

−zw. (In other words, what we have done is
to extend the integration area from S1 × C0 to C2

0 in an anti-symmetric way.) Of course the two
summands are unitarily equivalent. The direct sum of both is given by

α 7−→




α0 0 0 0
0 −α0 0 0
0 0 −α0 0
0 0 0 α0


 and γ 7−→




0 γ0 0 0
γ0 0 0 0
0 0 0 γ0

0 0 γ0 0


 .

By exchanging the second and third component, we obtain a unititarily equivalent representation on
H0 ⊕H0 ⊕H0 ⊕H0, defined by

α 7−→




α0 0 0 0
0 −α0 0 0
0 0 −α0 0
0 0 0 α0


 and γ 7−→




0 0 γ0 0
0 0 0 γ0

γ0 0 0 0
0 γ0 0 0


 .

We recognize a block-diagonal form and, thus, obtain by the identification (H0 ⊕H0)⊕ (H0 ⊕H0) =
(Φ⊕ Φ)(H ⊕H) = (1M2×2 ⊗ Φ)(C2 ⊗H) a representation π⊕ by

π⊕(α) =
(

1 0
0 −1

)
⊗ α⊕0 and π⊕(γ) =

(
0 1
1 0

)
⊗ γ⊕0 ,

with

α⊕0 = Φ−1

(
α0 0
0 −α0

)
Φ = α and γ⊕0 = Φ−1

(
γ0 0
0 γ0

)
Φ =

√
γ2.

So far we obtained for injective α and γ that π⊕ is a representation unitarily equivalent to the
direct sum of π and the representation arising from π by changing the sign of α. Moreover, these two
summands themselves turned out to be unitarily equivalent to each other. By symmetry in α and γ,
also a sign change in γ must be equal to a unitary equivalence transform. Therefore, we indeed obtain
π ³ π and π⊕ ³ π ⊕ π.

So far we proved the statements when α and γ are injective. If now γ = 0, then obviously

π⊕(α) = α⊕−α extends to π⊕π. The case when α = 0 is more difficult. Since
(

0 1
1 0

)
is unitarily
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equivalent to
(

1 0
0 −1

)
, we again obtain π⊕(γ) ³

√
γ2 ⊕−

√
γ2. Notice that

γ =
∫

w dEγ
w and

√
γ2 =

∫
σ(w)w dEγ

w,

where σ(w) is an appropiate sign function, depending on wether w =
√

w2 or not, i.e. σ(reiϕ) = 1 for
ϕ ∈ [0, π) and σ(reiϕ) = −1 for ϕ ∈ [π, 2π). Now consider the operator

√
γ2⊕−

√
γ2. If σ(w)w = −w

in the decomposition of
√

γ2, then −σ(w)w = w in the decomposition of −
√

γ2, and conversely.
Therefore,

√
γ2 ⊕ −

√
γ2 ³ γ ⊕ −γ and again π⊕(γ) extends to π ⊕ π. This completes the proof of

Lemma 5.22.
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chine formula

Gaussian part,
for q ∈ [−1, 1), 19
for q = 1, 56

anti–Gaussian part, q = −1, 60

Hopf ∗–algebra, 8
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