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Preface

In these notes we treat problems related to that part of quantum probability dealing with

the theory of dilations of semigroups of completely positive mappings on a unital C∗–algebra

(CP-semigroups). Our main tool is the theory of Hilbert modules, which so far has not yet

drawn so much attention in quantum probabilty. We hope that these notes demonstrate

that the use of Hilbert modules allows, firstly, to rephrase known results in a simple way

(for instance, a reformulation of quantum stochastic calculus on Fock spaces) furnished with

new effective proofs which allow easily to generalize the range of applicability (for instance,

extension of results well-known for the algebra B(G) of operators on a Hilbert space G

to more general C∗–algebras) and, secondly, to find new useful and interesting structures

leading to powerful results which cannot even be formulated without Hilbert modules (in

the first place, product systems of Hilbert modules).

The choice of subjects is entirely personal and represents the major part of the author’s

contributions to quantum probability by using Hilbert modules. The material is arranged

in an introduction, four parts, each of which with an own introduction, and five appendices.

Although in Part I we give a thorough introduction to Hilbert modules including full

proofs, this is not a book on Hilbert modules. The presentation of the material (which may

be considered as the author’s only contribution in Chapters 1 – 4, except possibly the no-

tion of von Neumann modules [Ske00b] which seems to be new) is adapted precisely to the

quantum probabilist’s needs. Basic knowledge of C∗–algebras and a few elementary prop-

erties of von Neumann algebras (like, for instance, in Murphy [Mur90]) are sufficient, and

starting from this level these notes are self-contained, although some experience in quantum

probability should be helpful. In Chapter 5 of Part I we introduce the notion of completely

positive definite kernels (being a generalization of both positive definite kernels and com-

pletely positive mappings) and completely positive definite semigroups (CPD-semigroups)

[BBLS00]. These notions, crucial for Part III, may be considered as the first original result.

Using Hilbert modules, in the first place, means to provide a representation space for an

algebra to act on. So far, this is a property which Hilbert modules have in common with

Hilbert spaces. However, often the algebra of all operators on a Hilbert space is too simple

(or better too big in order that the structure we are interested in extends to it), and it is not

always easy to decide whether a concrete operator belongs to a distinguished subalgebra of

i
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B(G) or not. Considering algebras of (adjointable) operators on Hilbert modules has the

advantage that, although still allowing for sufficiently many interesting C∗–algebras, much

of the simplicity of the Hilbert space case is preserved. The most important representation

modules (but by far not all) are Fock modules which we consider in Part II. Starting from

Pimsner’s [Pim97] and Speicher’s [Spe98] full Fock module, we discuss the time ordered

Fock module [BS00], the symmetric Fock module [Ske98a] (including the realization from

[AS00a, AS00b] of the square of white noise introduced in Accardi, Lu and Volovich [ALV99])

and the relation, discovered in [AS98], to interacting Fock spaces as introduced in Accardi,

Lu and Volovich [ALV97].

Part III about tensor product systems of Hilbert modules [BS00] may be considered as

the heart of these notes. In some sense it is related to every other part. The most important

product system consists of time ordered Fock modules (treated in detail in Part II) and by

Section 14.1 any dilation on a Hilbert module (i.e. also the dilation constructed in Part

IV) leads to a product system [Ske00a] and, thus, the classification of product systems is

in some sense also a classification of dilations. In Chapter 15 we give a summary of solved

and some interesting open problems related to product systems. In particular, the open

problems show that these notes cannot be more than the beginning of a theory of product

systems of Hilbert modules.

While Part III is “purely module” (it can not be formulated without Hilbert modules),

Part IV, where we present the quantum stochastic calculus on the full Fock module from

[Ske00d], is among the results which are generalizations of well-known quantum probabilistic

methods to Hilbert modules. It demonstrates how effectively results for operators on Hilbert

spaces can be rephrased and simplified by using Hilbert modules, and then generalize easily

to arbitrary C∗–algebras.

The appendices serve different purposes. Appendix A (Banach spaces, pre–C∗–algebras,

inductive limits), Appendix B (functions with values in Banach spaces) and Appendix E

contain preliminary material which does not belong to Part I or material which is, although

well-known, difficult to find in literature in a condensed form. These appendices are included

for the reader’s convenience and to fix notations. Appendix C (on Hilbert modules over

∗–algebras with the very flexible algebraic notion of positivity from [AS98]) and Appendix

D (the construction from [Ske98a] of a full Fock module describing a concrete quantum

physical model) contain original material which we did not want to omit, but which would

somehow interrupt the main text too much if included there.

We would like to mention that (with exception of a few words in Section 17.2) we do

not tackle problems related to notions of quantum stochastic independence. If we intend to

give a “round picture” of this subject this would fill another book.
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• • •

How to read this book? Some parts are more or less independent of each other and

it is not necessary to read them all. The expert in Hilbert modules need not read most

of Part I (although we hope that also the expert will find some suprising proofs of well-

known statements). We collect all non-standard notions in Appendix E. Much of Part I

is illustrated in form of examples, which point directly to our applications. In particular,

there are two series of examples, one related to matrices of Hilbert modules (being crucial

for product systems) and the other related to modules over B(G) (building the bridge to

existing work in the framework of Hilbert spaces) which we refer to throughout the remaining

parts. As it is sometimes tedious to follow all references, also the contents of these examples

is collected in Appendix E in a condensed form.

The full Fock module in Chapter 6 is the basis for all other Fock modules in Part II.

The reader who is interested only in the quantum stochastic calculus in Part IV, needs to

read only Chapter 6. The reader interested only in product systems needs to read also

Chapter 7 on the time ordered Fock module (the most important product system). Also

Chapter 5 from Part I on CPD-semigroups is indispensable for product systems. On the

other hand, if the reader is interested only in product systems for their own sake but not

so much in dilations, then he may skip Chapter 12 which deals mainly with aspects coming

explicitly from CP-semigroups. The remainder of Part II is independent of all what follows.

Chapter 8 deals with symmetric Fock modules and the square of white noise. Chapter 9

illuminates the close relationship between interacting Fock spaces and full Fock modules.

In both chapters the modules are no longer modules over C∗–algebras, and it is necessary

to know Appendix C where we provide the appropriate generalizations.

In any case we assume that notions from Appendix B, where we introduce all functions

spaces in these notes and some lattices related to interval partitions, are known.

• • •
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Introduction

Quantum probability is a generalization of classical probability theory, designed to include

also the description of quantum physical systems. The descriptive idea is simple. We re-

place a probability space by a commutative ∗–algebra of (measurable) functions on the

probability space and the probability measure gives rise to a state on this algebra. Events,

i.e. (measurable) subsets of the probability space, are represented by indicator functions,

which are (more or less) the projections in our algebra. Allowing the algebra to be non-

commutative (and, thus, forgetting about the underlying space) we are in the situation of

quantum physics where the observable quantities are represented by (self-adjoint) elements

of a ∗–algebra, and where expectation values of the observables are computed with the help

of a state. For instance, we obtain the probability that in a measurement of an observable

we measure an eigenvalue λ of that observable just by evaluating the state at the projection

onto the eigenspace of that eigenvalue.

Apart from this purely descriptive idea (to replace a space by an algebra of functions on

the space is the basis for many noncommutative generalizations like noncomutative topology,

noncommutative geometry, etc.), real quantum probability starts when probabilistic ideas

come into the game. A typical situation in classical probability (in some sense the starting

point of modern classical probability) is the famous experiment by Brown who observed in

the microscope a particle moving on the surface of a liquid under the influence of the thermal

movement of the molecules of the liquid. The situation is typical in a two-fold sense.

Firstly, we are interested in the movement of the observed particle and not so much in the

thermal environment. In other words, we observe a small subsystem of a bigger system, and

we are satisfyied by knowing only the evolution of the small subsystem. So, there should

be a prescription how to come from the big system to the small subsystem. In classical

probability this prescription is conditioning onto the subsystem (see Example 4.4.14) and

it is one of the striking features that conditioning is always possible, independently of the

concrete nature of the system and its subsystem. The quantum analogue is a conditional

expectation from the algebra describing the big system onto the subalgebra corresponding to

the small subsystem (which should leave invariant the state). There are two problems with

this idea. On the one hand, it is no longer true that such a (state preserving) conditional

1



2 Introduction

expectation from an algebra onto a subalgebra always exists. On the other hand, the

properties of conditional expectations are too narrow to include all interesting (physical!)

examples. For instance, existence of a conditional expectation M4 = M2 ⊗M2 → M2 ⊗ 1

preserving a state ψ on M4 implies that ψ = ψ1 ⊗ ψ2 is a tensor product of states ψi on

M2. Thus, many authors prefer to use transition expectations fulfilling weaker conditions

(cf. Section 14.2).

Secondly, although in principle the evolution of the whole system is deterministic (be-

cause the microscopic laws of nature, be it classical or quantum, are deterministic), we can

never get hold of a complete description of the whole system, because it is too complex.

Here, classically, the strategy is to describe the big system by a probabilistic model. In

other words, one may say that the system is in a certain state only with a certain proba-

bility. The micro physical differential equations decribing the precise evolution of the whole

system transform into stochastic differential equations (or Langevin equations). These equa-

tions must be solved, if we are interested in data of the reservoir (for instance, the photon

statistics of the electro magnetic field in thermal equilibrium). After conditioning onto the

the small subsystem we obtain the equations for the small system (the master equations

which takes into account only the average influence of the environment). These are suf-

ficient, if we are interested only in data of the small subsystem (for instance, in the level

statistics of an atom in the electro magnetic field).

The probabilistic models which describe the whole system are motivated by the idea

that states of thermal equilibrium are states of maximal dissorder (or entropy). Such con-

siderations lead to stochastic processes as integrators (representing the average effect of the

heat bath on the particle) which have independent increments (i.e. the differential in the

Langevin equation driving the particle are stochastically independent of what happened

before) and the distribution of the single increment should be interpretable as a stochas-

tic sum of many independent and identically distributed micro effects, i.e. the distribution

should be, for instance, some central limit distribution. It is noteworthy that the notion

of independence in quantum probabilty (and, thus, what the central limit distibutions of

differentials in quantum stochastic differential equations can be) is, unlike the classical case,

far from being unique.

It is not our intention to give a detailed account of all these aspects nor to give a complete

list of references, and we content ourselves with the preceding very rough outline of some

of the basic ideas. For more detailed introductions from very different points of view we

recommend the monographs by Meyer [Mey93] and Parthasarathy [Par92] and the references

therein. An effective way to come from concrete physical systems to the situation described

before is the stochastic limit which has a form very much like a central limit procedure; see

the monograph by Accardi, Lu and Volovich [ALV01].
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Unlike in classical probability, where we have essentially one notion of independence

(which determines to some extent the possible distributions of the integrators in the Lange-

vin equation), in quantum probability there is a still increasing number of concrete inde-

pendences. As we wrote in the preface we will not consider these interesting questions.

The mathematical abstraction of the preceding considerations is the setting of dilation

theory. An introduction can be found in Chapter 10. However, before we start describing

in greater detail how dilations led us directly to product systems of Hilbert modules, the

central notion in these notes, we would like to mention that our investigations started from

applications (the interpretation of the QED-module as full Fock module as described in

Appendix D) and lead back to them (be it the calculus on the full Fock module in Part

IV, be it the classification of full Fock modules by their associated product systems as in

Example 14.1.4, or be it the interpretation of interacting Fock spaces like that of the square

of white noise as Hilbert module in Chapters 8 and 9).

• • •

Let us denote by B a unital C∗–algebra which stands for the observables of the small

subsystem. Being only a subsystem subject to interaction with the whole system, B is

a typical example for an open system. It is a general ansatz used by many authors (we

mention only Davies [Dav76]) that the reduced dynamics of the subsystem is described

by a unital CP-semigroup T on B. (Other names are quantum dynamical semigroup, or

Markovian semigroup (which sometimes is only required to be positive), and sometimes the

word conservative is used instead of unital.) Often (for instance, in the example of the

QED-module which we consider in Appendix D) it can be shown from first principles that

the reduced dynamics has this form and also in the classical case it is possible to describe a

(stationary) classical Markov process (for instance, a diffusion) by a unital CP-semigroup

(see, for instance, the introduction of Bhat and Parthasarathy [BP94]).

The whole system is described on a unital C∗–algebra (or sometimes a pre–C∗–algebra)

A, its time evolution by an E0–semigroup ϑ on A. (Many authors require automorphism

groups instead of unital endomorphisms. However, in this case A comes along with a future

subalgebra which is left invariant by the automorphisms to times t > 0, thus, giving rise to

an endomorphism semigroup on the future. We do not comment on this and refer the reader

to the literature, e.g. Arveson [Arv96].) Considering B as a subalgebra of A means to embed

B with a monomorphism i : B → A. (We could directly identify B as a subalgebra of A,

however, we find it more convenient to have the freedom to consider different embeddings

i.) The conditioning is provided by an expectation p : A → B such that i ◦ p : A → i(B) is

a conditional expectation (see Section 4.4). We speak of a dilation of T , if p ◦ ϑt ◦ i = Tt.

(This means that Diagram (10.1.1) in Chapter 10, where we give an introduction to dilation,
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commutes.)

In this set-up there are at least two possibilities of how Hilbert modules (right modules

over B with a B–valued inner product; see Chapter 1) come into the game. Both are based

on the generalization of the GNS-construction for a state on a C∗–algebra A to a GNS-

construction for a completely positive mapping between C∗–algebras A and B (see Section

4.1). The result is a Hilbert A–B–module E (a Hilbert module with a representation of

A) and a cyclic vector ξ ∈ E such that the completely positive mapping is recovered as a

matrix element a 7→ 〈ξ, aξ〉 with the cyclic vector.

If we start with a dilation (i.e. if we know the big system), then the first possibility to

obtain a Hilbert module is by GNS-construction for the expectation p (being in the first

place completely positive). The algebra A may or may not be representated faithfully on

the GNS-module E and the image of A in the algebra Ba(E) of all (adjointable) operators

on E may or may not be all of Ba(E). In these notes we will concentrate on the case

where both assertions are true, in other words, where A = Ba(E). By construction E has

a unit vector ξ (i.e. 〈ξ, ξ〉 = 1). The most general E0–semigroups which we consider (not

necessarily coming from a dilation) are E0–semigroups on Ba(E) where E is some Hilbert

module E with a unit vector ξ in Section 14.1.

More interesting is the situation where we start with a CP-semigroup T on B and ask

whether it is possible to construct a dilation of T . In other words, we want to construct a

big system with a time evolution into which we can embed the small one, giving us back

the correct evolution of the small system. Here we are concerned with a whole family Ĕt

of GNS-modules with cyclic vectors ξ̆t, one for each Tt. Each GNS-module is a Hilbert

B–B–module so that we may construct the tensor product

Ĕtn ¯ . . .¯ Ĕt1

which is again a Hilbert B–B–module. Fixing the sum t = tn + . . . + t1, one can show that

these tensor products form an inductive system and the inductive limits Et (over finer and

finer partitions of [0, t]) for all t fulfill

Es ¯ Et = Es+t.

In this way we met in Bhat and Skeide [BS00] product systems of Hilbert modules, a key

notion for these notes. We explain this fully in Section 11.3 for slightly more general CPD-

semigroups (a multi index version of CP-semigroup introduced in [BBLS00]; see below).

The unit vectors ξ̆t survive the inductive limit and give rise to a family of vectors ξt ∈ Et

which fulfill

ξs ¯ ξt = ξs+t.
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We call such a family a unit. We recover the CP-semigroup as Tt(b) = 〈ξt, bξt〉.
For Hilbert spaces the notion of product systems and units was introduced by Arveson

[Arv89a]. For Hilbert modules it seems to have appeared first in [BS00] and the constructions

of [Arv89a] and [BS00] are, in fact, very different. We study product systems in Part III

and also comment on the relation to Arveson systems in more detail.

Once the notion is established, it is natural to try a classification by analogy with

Arveson’s. He defines as type I a product system which is generated (i.e. spanned in a

suitable sense) by its units and he shows [Arv89a] that all type I Arveson systems are

symmetric Fock spaces Γ(L2([0, t],H)) and the units ht = ψ(II [0,t]f )e
tc are exponential vectors

of indicator functions times a scaling. The analogue for Hilbert modules is the time ordered

Fock module [BS00], i.e. the analogue of the Guichardet picture of the symmetric Fock

space. (A direct generaliztion of the symmetric Fock space is not possible.) We discuss

the time ordered Fock module in Chapter 7 and find its (continuous) units, which (as

shown in [LS00b]) may again be understood as exponential units with a (considerably more

complicated) rescaling by a semigroup etβ in B (β ∈ B). However, before we can show the

analogue of Arveson’s result we need some more preparation.

The crucial object in Arveson’s proof is the covariance function, a (C–valued) kernel

on the set of units sending a pair ht, h
′
t of units to the derivative of the semigroup 〈ht, h

′
t〉

at t = 0. It is well-known that this kernel is conditionally positive definite (because it is

the derivative of a semigroup under Schur product of positive definite kernels. The matrix

elements 〈ξt, ξ
′
t〉 (for two units ξt, ξ

′
t in a product system of modules) will in general not form

a semigroup in B. However, the definition of tensor product (see Section 4.2) and unit are

born to make the mappings

Tξ,ξ′
t : b 7−→ 〈ξt, bξ

′
t〉

a semigroup on B. Inspired by a (slightly weaker) definition in Accardi and Kozyrev [AK99]

we define in Chapter 5 completely positive definite kernels with values in the bounded map-

pings on B and semigroups of such (CPD-semigroups). We characterize the generators of

(uniformly continuous) CPD-semigroups as those kernels which are conditionally completely

positive definite. Many statements about completely positive definite kernels are straight-

forward translations from statements about completely positive mappings on Mn(B). Sur-

prisingly, the concrete form of the generator of a CPD-semigroup (in other words, the

substitute for Arveson’s covariance function) cannot be obtained by direct generalization

of the Christensen-Evans generator for CP-semigroups and the proof of the conjecture in

Theorem 5.4.14 has to wait until Section 13.3. There we also show that type I product

systems of Hilbert modules generated (in a suitable weak topology) by their units (in the

sense of Proposition 11.2.3) are time ordered Fock modules. (To be precise we show this



6 Introduction

for von Neumann algebras and von Neumann modules. In the remaining cases we have

inclusion as a strongly dense subset. See Chapter 3 for details on the involved topologies.)

The preceding results (discovvered in [BBLS00]) cannot be more than the very beginning

of a classification of product systems. A detailed summary of what we have achieved and a

lot of natural questions, either with partial answers (for instance, a preliminary definition

of type II product systems) or still totally open, can be found in Chapter 15.

Considering product systems as the most important new idea, we mention only very

briefly further results and refer the reader to the introductions of those parts where they

appear. Starting from a product system with a unital unit (i.e. a unit consisting of unit

vectors), we may embed Et as ξs ¯Et into Es+t. This gives rise to a second inductive limit

E with a unit vector ξ. Also the inductive limit fulfills a factorization, namely,

E ¯ Et = E.

With this factorization we may define an E0–semigroup ϑt : a 7→ a ¯ idEt ∈ Ba(E ¯ Et) =

Ba(E) on Ba(E). Setting i(b) = j0(b) = ξbξ∗ and p(a) = 〈ξ, aξ〉 we find a dilation of

the unital CP-semigroup Tt(b) = 〈ξt, bξt〉 = 〈ξ, ϑt ◦ j0(b)ξ〉. Moreover, the representations

jt = ϑt ◦ j0 fulfil the Markov property jt(1)js+t(b)jt(1) = jt ◦ Ts(b). If the product system

and the unit are those constructed from a given unital CP-semigroup (see above), then the

jt form the weak Markov flow constructed in Bhat and Parthasarathy [BP94, BP95]. The

dilation (constructed in [BS00]) is an extension (from a subalgebra of Ba(E) to Ba(E)) of

the dilation constructed in Bhat [Bha99]. Of course, the results in [BP94, BP95, Bha99] are

formulated in the language of Hilbert spaces and, as pointed out in [BS00], in general the

dilation does not extend to some B(H) (where H is some Hilbert space). This is only one

good reason to consider operators on Hilbert modules. We explain all this in Section 11.4

and Chapter 12.

The dilation constructed so far has a sort of defect. It is non-unital (unless the CP-

semigroup to be dilated is the trivial one). Instead, the unit of B evolves as an increasing

family of projections. We call such dilations weak dilations. Mathematically, there is nothing

bad in considering weak dilations, but in physical applications one is interested primarily

in unital dilations. However, in Chapter 14 (where we discuss alternative constructions of

product systems) we show with the help of product systems that any dilation on a Hilbert

module (also a unital one) is also a weak dilation, if we replace the embedding i by j0. Thus,

studying weak dilations (for instance, by their product systems) is always also a study of

other dilations. The converse question, namely, whether a weak dilation can be turned

into a unital dilation (by replacing the non-unital embedding j0 by a unital one i without

changing the CP-semigroup) is an important open problem. This is related to the fact that

we may always embed Ba(E) as Ba(E)¯ idF unitally into Ba(E ¯ F ), whereas, an anlogue
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embedding of Ba(F ) fails in general. (A prominent exception of this failure are modules

over B(G) where E ¯ F ∼= F ¯ E; see Section 3.4.)

In Part IV we construct a unital dilation of a unital CP-semigroup T , at least in the

case, when T is uniformly continuous, with the help of the quantum stochastic calculus

developed in [Ske00d]. In the usual way, we obtain the dilation as a cocycle perturbation

of a white noise (the time shift) on a full Fock module. Interestingly enough, also in the

module case the product system of a dilation does not change under cocycle perturbation

(Theorem 14.1.5) and the product system of a white noise always contains a central unit

(i.e. a unit commuting with B).

We close with the remark that existence of a central unit in a product system was the

crucial step in showing that type I product systems are time ordered Fock modules. In fact,

we explain in Section 13.3 that this existence is equivalent to the results by Christensen

and Evans [CE79] on the generator of uniformly continuous CP-semigroups. Thus, in the

case that, somewhen in the future, we can show existence of central units independently, we

would also find a new proof of [CE79].

• • •

Conventions and notations. By R+ and N0 we denote the sets of non-negative reals and

non-negative integers, respectively, where N denotes the set n = 1, 2, . . . of natural numbers.

We set R− = −R+ and N− = −N0. All vector spaces are vector spaces over C, and all

functionals on a vector space are linear functionals. All algebras are algebras over C. All

modules are modules over algebras and carry a vector space structure which is compatible

with the module operation (i.e. left multiplication (b, x) 7→ bx and right multiplication

(x, b) 7→ xb are bilinear mappings). If the algebra is unital, then we always assume that

the unit acts as identity on the module. A homomorphism between ∗–algebras, is always

a ∗–algebra homomorphism. If the homomorphism is not involutive, then we say algebra

homomorphism. If it respects additional structures, then we express this explicitly. (For

instance, for a homomorphism between pre–C∗–algebras we say contractive homomorphism.)

All (semi-)(pre-)Hilbert modules are right modules. This convention is more or less

forced by the fact that we write a homomorphism on the left of the element on which it

acts. Consequently, all sesquilinear mappings are linear in its right argument and conjugate

linear in its first argument. A deviation from these conventions would, definitely, cause a

loss of the intuitive content of many formulae.

The prefix “pre” for an inner product space means that the space is not necessarily

complete in the topology induced by the inner product. The prefix “semi” means that the

inner product may fail to be strictly positive, in fact, it is only a semiinner product.
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By L(E, F ) we denote the space of linear mappings between vector spaces E and F . By

B(E, F ) we denote the space of bounded linear mappings between (semi-)normed vector

spaces. B(E,F ) is itself a (semi-)normed space with ‖a‖ = sup
‖x‖≤1

‖ax‖. Without mention we

will also use this notation for elements of L(E, F ) where we assign to a ∈ L(E,F )\B(E, F )

the value ‖a‖ = ∞. By Lr(E, F ), Ll(E, F ), and Lbil(E,F ) we denote the spaces of right

linear, left linear, and bilinear (or two-sided) mappings between right modules, left mod-

ules, and bimodules (or two-sided modules), respectivly, E and F . We use similar nota-

tions for spaces B(E, F ) of bounded mappings on (semi-)normed modules. By (Ba(E, F ))

La(E, F ) we denote the space of (bounded) adjointable mappings between (semi-)inner

product spaces. Whenever F = E we simplify the notation to L(E), B(E), etc.. Notice

that already in the case of an infinite-dimensional pre-Hilbert space H no two of the spaces

L(H), La(H), B(H), Ba(H) coincide. We also use double indices. For instance, La,bil(E, F )

denotes the space of adjointable bilinear mappings between two-sided semi-Hilbert modules.

Unless stated otherwise explicitly, direct sums ⊕ and tensor products ⊗,¯ are under-

stood algebraically. We use ⊗ exclusively to denote the tensor product of vector spaces

(i.e. tensor products over C), whereas ¯ denotes the (interior) tensor product of pre-Hilbert

modules. If we refer to the algebraic tensor product over an algebra B we write ¯. Only

rarely we indicate the algebra by writing ¯B or ¯B. By ⊕̄ , etc., we denote the completions

in the natural norm. By ⊕̄s , etc., we denote strong closures and it should be clear from

the context in which space of operators we take the closure.

Let E, F, G be vector spaces with a bilinear operation E × F → G, (x, y) 7→ xy, and

let A ⊂ E, B ⊂ F . By AB we always mean the set {xy : x ∈ A, y ∈ B}. We do not

adopt the usual convention where AB means the linear span (or even its closure) of this set.

In fact, in many places we will have to reduce the proof of a statement to the case where

AB = span AB.
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An invitation to Hilbert modules

What are Hilbert modules? Certainly the most correct answer — and at the same time

the most boring — is to say that a Hilbert module is module over a C∗–algebra B with a

B–valued inner product fulfilling certain axioms generalizing those of the inner product on a

Hilbert space (Definitions 1.1.1 and 1.2.4). More interesting answers come from applications

and will depend on them. The present introduction is a mixture. In principle, it is based

on the usual axiomatic approach, but the development of the theory is governed from the

point of view of applications and many examples point directly to them.

Our main applications are to completely positive mappings and, in particular, their

compositions. Hilbert modules (over noncommutative C∗–algebras) were introduced more

or less simultaneously by Paschke [Pas73] and Rieffel [Rie74]. Already Paschke provides

us with a GNS-construction for a completelely positive mapping T : A → B resulting in a

Hilbert A–B–module E and a cyclic vector ξ ∈ E such that T (a) = 〈ξ, aξ〉; see Section 4.1.

From this basic application it is perfectly clear that we are interested in two-sided Hilbert

modules whose structure is much richer. For instance, any right submodule of a Hilbert

B–module generated by a unit vector ξ (i.e. 〈ξ, ξ〉 = 1 ∈ B) is isomorphic to the simplest

Hilbert B–module B (with inner product 〈b, b′〉 = b∗b′; see Example 1.1.5), whereas two left

multiplications on B give rise to isomorphic Hilbert B–B–module structures, if and only if

they are related by an inner automorphism of (the C∗–algebra) B; see Example 1.6.7.

There is the well-known Stinespring construction for completely positive mappings. Pro-

vided that B is represented on Hilbert space G the Stinespring construction provides us

with another Hilbert space H on which A acts and a mapping L ∈ B(G,H) such that

T (a) = L∗aL. However, the Stinespring constructions for two completely positive mappings

S, T do not help us in finding the Stinespring construction for S◦T , whereas its GNS-module

and cyclic vector are related to those of the single mappings simply by tensor product; see

Example 4.2.8.

Without two-sided Hilbert modules and their tensor products there would not exist Fock

modules in Part II (and consequently also not the calculus in Part IV) nor tensor product

systems of Hilbert modules in Part III. There is another aspect of a Hilbert A–B–module

E, namely, that of a functor which sends a representation of B on G to a representation of

A on H = E ¯̄ G; see Remark 4.2.9. This does not only allow us to explain the relation

9
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between GNS- and Stinespring construction; see Remark 4.1.9. It allows us to identify E

as the subset of mappings g 7→ x ¯ g in B(G,H) (for all x ∈ E). This provides us with a

natural definition of von Neumann modules as strongly closed submodules of B(G, H); see

Chapter 3. In cases where we need self-duality (Section 1.3), for instance, for existence of

projections onto (strongly) closed submodules, von Neumann modules are a suitable choice.

Once the effort to check that operations among von Neumann modules preserve all necessary

compatibility conditions is done, they behave almost as simply as Hilbert spaces, but still

preserve all the pleasant algebraic aspects of the Hilbert module approach.

In the case when B = B(G) it is easy to see that a von Neumann module E is all of

B(G,H) and the algebra of (adjointable) operators on E is just B(H). If, additionally, E is

a two-sided von Neumann module over B(G), then H factorizes as G ⊗̄ H (B(G) acting in

the natural way) so that E = B(G,G ⊗̄H) = B(G) ⊗̄s H in an obvious way. This module is

generated (as a von Neumann module) by the subset 1⊗H of centered elements (consisting

of those elements which commute with the elements of B(G)); see Section 3.4. In other

words, the structure of a two-sided von Neumann module is determined completely by its

Hilbert space H ∼= 1⊗H of intertwiners. This is not only the reason why Arveson’s approach

to E0–semigroups on B(G) by the tensor product system of the intertwining Hilbert spaces

was successful. We believe that it also explains why so many results on B = B(G) can be

obtained by Hilbert space techniques, whereas the same techniques fail for more general

C∗–algebras or von Neumann algebras.

Our exposition is “pedestrian” and should be readable with elementary knowledge in

C∗–algebra theory and very few facts about von Neumann algebras. It is based on Skeide

[Ske00b] where we introduced von Neumann modules and on a course we gave at university

Roma II in 1999. As we want always to underline the algebraic ideas of a construction,

usually we complete or close only if this is really necessary, and in this case we usually

explain why it is necessary. In Appendix A we collect basic material about pre–C∗–algebras

and other (semi-)normed spaces. The expert in Hilbert modules should be aware of the

numerous use of pre-Hilbert modules but, in general need not read Part I as a whole. Only

the notion of completely positive definite kernels and semigroups of such in Chapter 5 is

new. A condensed summary of essential definitions and structures in the remainder of Part

I can be found in Appendix E. Also the contents of two crucial series of examples spread

over Part I can be found in this appendix.



Chapter 1

Basic definitions and results

1.1 Hilbert modules

1.1.1 Definition. Let B be a pre–C∗–algebra. A pre-Hilbert B–module is a right B–module

E with a sesquilinear inner product 〈•, •〉 : E × E → B, fulfilling

〈x, yb〉 = 〈x, y〉b (right linearity) (1.1.1a)

〈x, x〉 ≥ 0 (positivity) (1.1.1b)

〈x, x〉 = 0 ⇐⇒ x = 0 (strict positivity) (1.1.1c)

for all x, y ∈ E and b ∈ B. If strict positivity is missing, then we speak of a semi-inner

product and a semi-Hilbert B–module.

1.1.2 Proposition. We have

〈x, y〉 = 〈y, x〉∗ (symmetry) (1.1.2a)

〈xb, y〉 = b∗〈x, y〉. (left anti-linearity) (1.1.2b)

Proof. (1.1.2b) follows from (1.1.2a) and (1.1.2a) follows from an investigation of the

self-adjoint elements 〈x + λy, x + λy〉 of B for λ = 1, i,−1,−i.

1.1.3 Proposition. In a pre-Hilbert B–module E we have

〈y, x〉 = 〈y, x′〉 ∀ y ∈ E implies x = x′.

Proof. We have, in particular, 〈x− x′, x− x′〉 = 0, whence, x− x′ = 0.

1.1.4 Corollary. If E is a pre-Hilbert module over a unital pre–C∗–algebra, then x1 = x

(x ∈ E).

11
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1.1.5 Example. Any pre–C∗–algebra B is a pre-Hilbert B–module with inner product

〈b, b′〉 = b∗b′. If B is unital, then 1 is a module basis for B. We say B is the one-dimensional

pre-Hilbert B–module.

More generally, a right ideal I in B is a pre-Hilbert B–module (actually, a pre-Hilbert

I–module) in the same way. This shows that we have some freedom in the choice of the

algebra I over which a B–module E with a semi-inner product is a semi-Hilbert I–module.

In fact, any ideal I in B which contains the range ideal BE := span〈E,E〉 is a possible choice.

We say a pre-Hilbert B–module E is full, if BE is dense in B. We say E is essential, if BE is

an essential ideal in B (cf. Appendix A.7).

1.1.6 Example. Let G and H be pre-Hilbert spaces and let B ⊂ B(G) be a ∗–algebra

of bounded operators on G. Then any subspace E ⊂ Ba(G,H), for which EB ⊂ E and

E∗E ⊂ B becomes a pre-Hilbert B–module with inner product 〈x, y〉 = x∗y. Positivity of

this inner product follows easily by embedding Ba(G,H) into the pre–C∗–algebra Ba(G⊕H);

see Appendix A.7. We will use often such an embedding argument to see positivity of inner

products.

1.1.7 Definition. Let
(
E(t)

)
t∈L be a family of semi-Hilbert B–modules (where L is some

indexing set), then also the direct sum E =
⊕
t∈L

E(t) is a right B–module in an obvious way.

By defining the semi-inner product

〈(
x(t)

)
,
(
y(t)

)〉
=

∑

t∈L
〈x(t), y(t)〉,

we turn E into a semi-Hilbert B–module. (Recall that direct sums are algebraic so that

the sum is only over finitely many non-zero summands.) Clearly, the semi-inner product is

inner, if and only if each of the semi-inner products on E(t) is inner. If L is a finite set, then

we write elements of direct sums interchangably as column or row vectors.

1.1.8 Example. Let E be a semi-Hilbert B–module. Then by En (n ∈ N0) we denote

the direct sum of n copies of E (where E0 = {0}). In particular, Bn comes along with a

natural pre-Hilbert B–module structure. This structure must be distinguished clearly from

the n–fold pre–C∗–algebraic direct sum (also denoted by Bn). Besides the different algebraic

structure (here an inner product with values in B and there a product with values in Bn),

the respective norms are different for n ≥ 2. It is, however, easy to see that the two norms

are always equivalent.

We will see in Section 3.2 that any pre-Hilbert B–module can be embedded into a certain

closure of a direct sum of right ideals.
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1.2 Cauchy-Schwarz inequality and quotients

One of the most fundamental properties in Hilbert space theory is Cauchy-Schwarz inequality

which asserts 〈f, g〉〈g, f〉 ≤ 〈g, g〉〈f, f〉 for all elements f, g in a semi-Hilbert space. It allows

to divide out the kernel of a semi-inner product, it shows that a semi-Hilbert space is semi-

normed, it shows that the operator norm in Ba(H) for a pre-Hilbert space H is a C∗–norm,

and so on. For semi-Hilbert modules we have the following version.

1.2.1 Proposition. For all x, y, in a semi-Hilbert module we have

〈x, y〉〈y, x〉 ≤ ‖〈y, y〉‖ 〈x, x〉. (1.2.1)

Proof. Suppose that 〈y, y〉 6= 0. Then (1.2.1) follows by an investigation of 〈z, z〉 where

z = x − y〈y,x〉
‖〈y,y〉‖ . Making use of (1.1.1a), (1.1.1b), (1.1.2a), (1.1.2b) and the inequality

a∗ba ≤ ‖b‖ a∗a (a, b ∈ B, b ≥ 0), we find

0 ≤ 〈z, z〉 = 〈x, x〉 − 2
〈x, y〉〈y, x〉
‖〈y, y〉‖ +

〈x, y〉〈y, y〉〈y, x〉
‖〈y, y〉‖2 ≤ 〈x, x〉 − 〈x, y〉〈y, x〉

‖〈y, y〉‖ .

If 〈y, y〉 = 0, however, 〈x, x〉 6= 0, then (1.2.1) follows similarly by exchanging x and y.

The case 〈x, x〉 = 〈y, y〉 = 0 requires additional work. Like in the proof of (1.1.2a) we

investigate 〈x + λy, x + λy〉 for λ = 1, i,−1,−i. From λ = 1,−1 we conclude that the

real part of 〈x, y〉 is positive and negative, hence 0. From λ = i,−i we conclude that the

imaginary part of 〈x, y〉 is positive and negative, hence 0. This implies 〈x, y〉 = 0.

1.2.2 Corollary. By, setting

‖x‖ =
√
‖〈x, x〉‖ (1.2.2)

we define a submultiplicative (i.e. ‖xb‖ ≤ ‖x‖ ‖b‖) seminorm on E. (1.2.2) defines a norm,

if and only if E is a pre-Hilbert module.

1.2.3 Corollary. ‖x‖ = sup
‖y‖≤1

‖〈y, x〉‖.

Proof. By Cauchy-Schwarz inequality sup
‖y‖≤1

‖〈y, x〉‖ ≤ ‖x‖. On the other hand, for ‖x‖ 6=

0 we have sup
‖y‖≤1

‖〈y, x〉‖ ≥ ‖〈x,x〉‖
‖x‖ = ‖x‖, which, obviously, is true also for ‖x‖ = 0.

1.2.4 Definition. A Hilbert module is a pre-Hilbert module E which is complete in the

norm (1.2.2).
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1.2.5 Example. Let I be an ideal in a pre–C∗–algebra. Then the C∗–norm and the pre-

Hilbert module norm as in Example 1.1.5 coincide. Therefore, I is a Hilbert module, if and

only if it is a C∗–algebra.

In a direct sum of pre-Hilbert modules
(
E(t)

)
t∈L as in Definition 1.1.7 we have

∥∥x(t)
∥∥ ≤

‖x‖ for all t ∈ L. In other words, the norm on a direct sum is admissible in the sense of

Appendix A.2 and the direct sum is complete, if and only if L is a finite set and each E(t)

is complete.

Because right multiplication (x, b) 7→ xb is jointly continuous, the completion of any

pre-Hilbert B–module is a Hilbert B–module in a natural fashion. Notice, however, that

completeness of E does not necessarily imply completeness of B. On the contrary, we will see

in Observation 1.7.5 that the range ideal BE (to which we may reduce the module structure)

is very rarely complete.

Let E be a semi-Hilbert B–module and denote by NE =
{
x ∈ E : 〈x, x〉 = 0

}
the

subspace consisting of length-zero elements. The possibility for dividing out this subspace is

crucial for GNS-construction and tensor product; see Chapter 4.

1.2.6 Proposition. NE is a submodule of E so that the quotient E/NE is a right B–module.

E/NE inherits an inner product which turns it into a pre-Hilbert B–module by setting

〈x + NE, y + NE〉 = 〈x, y〉.

Proof. Clearly, x ∈ NE implies xb ∈ NE (b ∈ B). Let x, y ∈ NE. Then by Cauchy-

Schwarz inequality also x + y ∈ NE. Thus, NE is, indeed, a submodule of E. Let x + n and

y + m be arbitrary representatives of x + NE and y + NE, respectively. Then, once again,

by Cauchy-Schwarz inequality 〈x+n, y +m〉 = 〈x, y〉 so that the value of the inner product

does not depend on the choice of the representatives.

1.2.7 Definition. By the pre-Hilbert B–module and the Hilbert B–module associated with

E, we mean E/NE and E/NE, respectively.

1.3 Self-duality

We have seen that we have at hand a satisfactory substitute for Cauchy-Schwarz inequality.

Another basic tool in Hilbert space space theory is the Riesz representation theorem which

asserts that Hilbert spaces are self-dual. This means that for any continuous linear functional

ϕ on a Hilbert space H there exists a (unique) element fϕ ∈ H such that ϕf = 〈fϕ, f〉 for all

f ∈ H. In other words, there exists an isometric anti-isomorphism from H to the space H ′
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of all continuous linear functionals on H. Recall, however, that this result for pre-Hilbert

spaces is wrong, as also for a pre-Hilbert space H the space H ′ is complete.

1.3.1 Definition. Let E be a semi-Hilbert B–module. By E ′ we denote the space

E ′ =
{
Φ: E −→ B|Φ(xb) = (Φx)b, ‖Φ‖ < ∞}

of bounded right linear B–functionals (or short B–functionals) on E. By the dual module E∗

we mean the subspace

E∗ =
{
x∗ : E −→ B (x ∈ E)|x∗y = 〈x, y〉}

of E ′. (Obviously, ‖x∗‖ = ‖x‖. Thus, the correspondence between elements x ∈ E and

x∗ ∈ E∗ is one-to-one, if and only if E is a pre-Hilbert module.)

We say a pre-Hilbert B–module E is self-dual, if E∗ = E ′. Also here a self-dual pre-

Hilbert module is necessarily complete.

1.3.2 Example. Let I be a non-trivial ideal in a C∗–algebra B. Then as explained in

Example 1.1.5, I is a pre-Hilbert B–module. Any element in the multiplier algebra M(I) of

I (see Appendix A.8) gives rise to a B–functional on I (cf. Lemma 1.7.10). In particular, if

I is non-unital, then the unit of M(I) determins a B–functional which is not in I∗. Hence,

I is not self-dual.

A concrete example is that given by Paschke [Pas73] where B is the C∗–algebra C[0, 1]

of continuous functions on the interval [0, 1] and I is the ideal C0[0, 1] of those functions

vanishing at 0. Clearly, B ⊂ I ′ (actually B = E ′). The identity mapping on I is contained

in B, however, not in I so that I is not self-dual.

We see that Hilbert modules, in general, do not enjoy the property to be self-dual. As

a consequence many statements in Hilbert space theory which build on the Riesz theorem,

like existence of adjoints for bounded operators and complementability of closed subspaces,

have no counter part in Hilbert module theory. On the other hand, if we are able to solve

a problem for general Hilbert modules, then very often the solution is based on a purely

algebraic argument working on pre-Hilbert modules, which extends by routine arguments

to the completions. This is the main reason, why we decided to stay at an algebraic level.

Frank’s criterion (Theorem 2.1.13 below) shows that the lack of self-duality is caused by

the fact that the unit ball of a Hilbert module is not complete in a certain locally convex

topology. It is possible to complete the ball coherently. However, in this case it is not granted

that the inner product still takes values in B. We see that the problem of constructing self-

dual extensions, finally, is a problem of the C∗–algebra under consideration. Frank [Fra97]
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has shown that for a given C∗–algebra B any (pre-)Hilbert B–module allows for a self-

dual extension, if and only if B belongs to the category of monotone complete C∗–algebras.

Thus, dealing with C∗–algebras as ring which are not monotone complete corresponds in

some respects to dealing with the field of rational numbers instead of the complete field of

real numbers.

In these notes we do not tackle the involved problems appearing in the theory of Hilbert

modules over general monotone complete C∗–algebras. We refer the reader to Frank [Fra97]

and the huge quantity of literatur quoted therein. In cases where we need self-dual Hilbert

modules we concentrate on a special subcategory of the monontone complete C∗–algebras,

namely, von Neumann algebras. This leads naturally, to the notion of von Neumann mod-

ules; see Chapter 3.

1.4 Operators on Hilbert modules

We introduce several spaces of operators between Hilbert modules. Since we intend to dis-

tinguish very clearly between semi-, pre- and Hilbert modules, we are forced to do at least

once the somewhat tedious effort to state all the properties by which the spaces of operators

are distinguished in the several cases. In Appendix A.1 we recall the basic properties of

the operator (semi-)norm on spaces of operators between (semi-)normed spaces. Here we

refer more to additional properties which arise due to an exisiting (semi-)Hilbert module

structure. As soon as we have convinced ourselves that we may divide out kernels of semi-

inner products (that is after Corollaries 1.4.3 and 1.4.4), we turn our interest to pre-Hilbert

modules.

1.4.1 Definition. Let E and F be semi-Hilbert B–modules. A mapping a : E → F (a

priori neither linear nor bounded) is adjointable, if there exists a mapping a∗ : F → E such

that

〈x, a∗y〉 = 〈ax, y〉 (1.4.1)

for all x ∈ E and y ∈ F . By (Ba(E, F )) La(E, F ) we denote the space of (bounded)

adjointable mappings E → F .

We say an element a ∈ La(E) is self-adjoint, if it fulfills (1.4.1) with a∗ = a.

Let a ∈ L(E,F ) be an arbitrary linear mapping between semi-Hilbert B–modules E and

F . Then by Corollary 1.2.3 the operator norm of a is

‖a‖ = sup
‖x‖≤1

‖ax‖ = sup
‖x‖≤1,‖y‖≤1

‖〈y, ax〉‖ . (1.4.2)
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1.4.2 Corollary. If a is adjointable, then

‖a∗‖ = ‖a‖ and ‖a∗a‖ = ‖a‖2 .

Proof. Precisely as for operators on Hilbert spaces. The first equation follows directly from

(1.4.2). For the second equation we observe that, on the one hand, ‖a∗a‖ ≤ ‖a∗‖ ‖a‖ = ‖a‖2.

On the other hand,

‖a‖2 = sup
‖x‖≤1

‖ax‖2 = sup
‖x‖≤1

‖〈x, a∗ax〉‖ ≤ sup
‖x‖≤1,‖y‖≤1

‖〈y, a∗ax〉‖ = ‖a∗a‖ .

If a is adjointable, then so is a∗. If E is a pre-Hilbert module, then a∗ is unique. If F

is a pre-Hilbert module, then a is B–linear, i.e. in this case we have La(E, F ) ⊂ Lr(E, F ).

(Both assertions follow from Proposition 1.1.3.) a respects the length-zero elements, i.e.

aNE ⊂ NF . (Apply (1.4.1) to x ∈ NE and y = ax ∈ F , and then use Cauchy-Schwarz

inequality.)

1.4.3 Corollary. A mapping a ∈ La(E, F ) gives rise to a unique element in La(E/NE,

F/NF ) also denoted by a.

The corollary tells us that we may divide out the length-zero elements, if we are interested

only in adjointable mappings. There is another criterion, namely Lemma A.1.3, which tells

us that also bounded mappings between semi-normed spaces respect the kernel of the semi-

norms.

1.4.4 Corollary. A mapping a ∈ Br(E, F ) gives rise to a unique element in Br(E/NE,

F/NF ) of the same norm also denoted by a.

With few exceptions, we are interested only in bounded right linear mappings or in

adjointable mappings. Therefore, we assume always that all length-zero elements have been

divided out and restrict our attention to pre-Hilbert modules.

In this case we have Ba(E, F ) ⊂ Br(E,F ). If F is complete, then Br(E, F ) (∼= Br(E, F ))

is a Banach space, because right multiplication by elements of B is continuous. If E is

complete, then Ba(E, F ) is a closed subspace of Br(E, F ), for if an ∈ Ba(E, F ) converges to

a ∈ Br(E, F ), then also the adjoints a∗n converge in the Banach space Br(F, E) and, clearly,

this limit is the adjoint of a. If E and F are complete, then Ba(E,F ) is a Banach subspace

of Br(E,F ).

Br(E) is a normed algebra and by Corollary 1.4.2 Ba(E) is pre–C∗–algebra. Conse-

quently, Br(E) = Br(E) is a Banach algebra and Ba(E) = Ba(E) is a C∗–algebra.
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As a direct consequence of (1.4.1), an adjointable mapping a : E → F is closeable as

densely defined mapping from E to F . (Indeed, if a sequence xn in E converges to 0 and

axn converges to y ∈ F , then (1.4.1) implies y = 0.) Therefore, if E is complete, then by

the closed graph theorem we have La(E, F ) = Ba(E,F ). The same is true, if F is complete,

because in this case a∗ is bounded and a∗ 7→ a is an isometry.

In general, we must distinguish between Br(E, F ) and Ba(E,F ).

1.4.5 Example. Let B have a unit. Then for the pre-Hilbert B–module B (Example 1.1.5)

we have Ba(B) = B (via the identification a 7→ a1). By definition E ′ = Br(E,B). However,

if an element Φ has an adjoint Φ∗ in Ba(B, E), then Φx = 〈1, Φx〉 = 〈Φ∗1, x〉 = 〈y, x〉, where

y = Φ∗1 ∈ E. In other words, Φ ∈ E∗. On the other hand, an element x∗ ∈ E∗ ⊂ Br(E,B)

has an adjoint, namely, x : b 7→ xb. Therefore, E∗ = Ba(E,B) and E = Ba(B, E). (For

non-unital B both equalities fail; see Remark 1.7.11.) In particular, if E ′ 6= E∗, then

Br(E,B) 6= Ba(E,B).

1.4.6 Example. Of course, we would like to have also an example where Br(E) 6= Ba(E).

We follow an idea by Paschke [Pas73]. Let E and F be pre-Hilbert B–modules and let

a ∈ Br(E,F ) but a /∈ Ba(E, F ). (For instance, choose E like in the preceding example, set

F = B and let a = Φ /∈ E∗.) Then the operator

(
0 0

a 0

)
:

(
x

y

)
7−→

(
0

ax

)

in Br(E ⊕ F ) has no adjoint. Otherwise, this adjoint would have necessarily the form (0
0

a∗
0 )

where a∗ was an adjoint of a.

Notice that the main ingredient in the preceding counter examples is a non-self-dual

pre-Hilbert module. By Example 1.3.2 there exist Hilbert modules which are not self-dual.

So simple completion (as in the case of pre-Hilbert spaces) is no way out.

For self-dual Hilbert modules the situation is more pleasant.

1.4.7 Proposition. Let E, F be pre-Hilbert B–modules and let A : E×F → B be a bounded

B–sesquilinear form (i.e. A(xb, yb′) = b∗A(x, y)b′ and ‖A‖ := sup
‖x‖≤1,‖y‖≤1

‖A(x, y)‖ < ∞). If

E is self-dual, then there exists a unique operator a ∈ Br(F, E) such that A(x, y) = 〈x, ay〉.

Proof. Φy : x 7→ A(x, y)∗ defines an element of E ′ = E∗, so that there is a unique vector

ya ∈ E fulfiling A(x, y)∗ = 〈ya, x〉. Clearly, a : y 7→ ya defines an element of Br(F, E) with

the desired properties.



1.4. Operators on Hilbert modules 19

1.4.8 Corollary. If also F is self-dual, then a is adjointable. In particular, there is a one-

to-one correspondence between bounded B–sesquilinear forms A on E × F and operators

a ∈ Ba(F,E) such that A(x, y) = 〈x, ay〉.

Proof. Apply Proposition 1.4.7 to the bounded B–sesquilinear form A∗(y, x) := A(x, y)∗

on F × E. Then the resulting operator a∗ ∈ Br(E, F ) is the adjoint of a.

1.4.9 Definition. The ∗–strong topology on Ba(E, F ) is the locally convex Hausdorff topol-

ogy generated by the two families a 7→ ‖ax‖ (x ∈ E) and a 7→ ‖a∗y‖ (y ∈ F ) of semi-norms.

A net aα converges in the ∗–strong topology, if and only if aα and a∗α converge strongly.

Clearly, Ba(E, F ) is complete in the ∗–strong topology, because a ∗–strong Cauchy net

converges in La(E, F ) and La(E, F ) = Ba(E, F ).

The ∗–strong topology should not be confused with the strict topology; see Definition

1.7.15. It coincides, however, with the strict topology on bounded subsets; see Proposition

1.7.16.

The following example is the first in a whole series of examples concering matrices with

entries in a Hilbert module. It also illustrates that it is often useful to interpret a ∗–algebra

as an algebra of operators on a Hilbert module.

1.4.10 Example. Let E be pre-Hilbert B–module. It is easy to see that La(En) =

Mn(La(E)) where Mn(A) denotes the ∗–algbebra of n × n–matrices with entries in a

∗–algebra A and a matrix in Mn(La(E)) acts on a vector X = (x1, . . . , xn) ∈ En in the

obvious way. If E is complete, then by Example 1.2.5 so is En, and we find Mn(Ba(E)) =

Mn(La(E)) = La(En) = Ba(En). In particular, Mn(Ba(En)) is a C∗–algebra. If E is not

complete, then a bounded element A in La(En) extends to E
n

and, of course, the oper-

ator norm of A is the same on both spaces En and E
n
. Therefore, Ba(En) is the dense

pre–C∗–subalgebra of Ba(E
n
) = Mn(Ba(E)) consisting of those A ∈ Mn(Ba(E)) which

leave invariant En. In other words, Ba(En) = Mn(Ba(E)). We identify these algebras as

pre–C∗–algebras, thus, norming Mn(Ba(E)).

If E = B (B unital), then Ba(B) = B (Example 1.4.5). We recover the well-known result

that for a unital C∗–algebra B the matrix algbra Mn(B) is also a C∗–algebra without any

reference to a faithful representation of B on a Hilbert space. Additionally, we identify this

norm as a norm of operators on the Hilbert module Bn. (We remark that the argument

can be modified suitably, if B is a non-unital C∗–algebra. In this case we identify Mn(B)

as closed subalgebra of Mn(B̃), where B̃ denotes the unitization of B; see Appendix A.8.)

However, even in the case, when B is only a pre–C∗–algebra, one can show that a C∗–norm
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on Mn(B) is already determined completely by the requirement that it is isometric on a

single matrix entry Bij = B of Mn.

1.5 Positivity, projections, isometries and unitaries

1.5.1 Definition. We say a linear operator a on a pre-Hilbert B–module E is positive, if

〈x, ax〉 ≥ 0 for all x ∈ E. In this case (by linearity and polarization) a is adjointable.

Of course, a∗a is positive, if a∗ exists. The following Lemma due to Paschke [Pas73] shows

that for a ∈ Ba(E) this definition of positivity is compatible with the pre–C∗–algebraic

definition in Appendix A.7. We repeat Lance’ elegant proof [Lan95]. Notice that, after

Definition 1.5.4, we do not need this lemma before Chapter 5.

1.5.2 Lemma. Let E be a pre-Hilbert B–module and let a ∈ Br(E). Then the following

conditions are equivalent.

1. a is positive in the pre–C∗–algebra Ba(E).

2. a is positive according to Definition 1.5.1.

Proof. 1 ⇒ 2. a ≥ 0 so a =
√

a
2

where
√

a ∈ Ba(E), whence 〈x, ax〉 = 〈√ax,
√

ax〉 ≥ 0.

2 ⇒ 1. 〈x, ax〉 ≥ 0 so 〈x, ax〉 = 〈ax, x〉. Therefore, 〈x, ay〉 = 〈ax, y〉, whence a = a∗.

There exist unique positive elements a+, a− in Ba(E) such that a = a+− a− and a+a− = 0.

It follows

0 ≤ 〈x, a3
−x〉 = − 〈x, a−aa−x〉 = − 〈a−x, aa−x〉 ≤ 0.

Therefore, 〈x, a3
−x〉 = 0 so 〈x, a3

−y〉 = 0 by (1.2.1), i.e. a3
− = 0, whence by Proposition

A.7.3(1) a− = 0.

Notice that if E is complete, then it is sufficient to require a ∈ Lr(E), because a is

closed. A similar argument allows to generalize a well-know criterion for contractivity to

pre-Hilbert modules.

1.5.3 Lemma. A positive operator a ∈ La(E) is a contraction, if and only if

〈x, ax〉 ≤ 〈x, x〉 (1.5.1)

for all x ∈ E.
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Proof. Of course, a positive contraction fulfills (1.5.1). Conversely, let us assume that

a ≥ 0 fulfills (1.5.1). By positivity, (x, y)a = 〈x, ay〉 is a semiiner product. In particular, by

Cauchy-Schwartz inequality we have ‖(y, x)a(x, y)a‖ ≤ ‖(x, x)a‖ ‖(y, y)a‖, whence,

‖〈x, ay〉‖2 ≤ ‖〈x, ax〉‖ ‖〈y, ay〉‖ ≤ ‖〈x, x〉‖ ‖〈y, y〉‖ ,

i.e. ‖a‖ ≤ 1.

1.5.4 Definition. A projection on a pre-Hilbert module E is a self-adjoint idempotent

p : E → E, i.e. p2 = p = p∗.

By definition p is adjointable and, therefore, right linear. p is positive, because p∗p = p,

whence, 〈x, px〉 = 〈px, px〉 ≥ 0. Obviously, E = pE⊕ (1−p)E, whence, 〈x, px〉 ≤ 〈x, x〉. So

by Lemma 1.5.3 p is a contraction. Since ‖p‖ = ‖p∗p‖ = ‖p‖2, we have ‖p‖ = 1 or ‖p‖ = 0.

Clearly, p extends as a projection on E. If E is complete, then so is pE.

1.5.5 Example. If E =
⊕
t∈L

E(t) is a direct sum of pre-Hilbert modules, then the canonical

projection p(t) onto the component E(t) is a projection in Ba(E). Moreover, each sum, finite

or infinite, of canonical projections defines a projection in Ba(E) and extends as such to E.

It follows that E may be considered as the space of families
(
x(t)

)
t∈L (x(t) ∈ E(t)) for which∑

t∈L
〈x(t), x(t)〉 converges absolutely, i.e. convergence of sums over finite subsets L′ of L. To

see this define pL′ =
∑
t∈L′

p(t), let x ∈ E and let
(
xn

)
n∈N be a sequence in E converging to x.

Then

‖x− pL′x‖ ≤ ‖x− xn‖+ ‖xn − pL′xn‖+ ‖pL′(xn − x)‖ .

Therefore, choosing n sufficiently big, the first and the last summand are small, and choosing

to this n the (finite) set L0 = {t ∈ L : x
(t)
n 6= 0}, the middle summand is 0 for all L′ ⊃ L0.

From this the statement follows.

1.5.6 Example. There exist closed submodules of a Hilbert module which are not the

range of a projection. Indeed, let I be an ideal in B and suppose that there exists a

projection p in Ba(B) such that pB = I. Let Φ ∈ I ′ be given by Φx = b∗x where b ∈ B.

Then Φx = Φpx = (pb)∗x = 〈pb, x〉 where pb ∈ I, hence, Φ ∈ I∗. However, we know

from Example 1.3.2 that there are pairs B, I (even complete) with b ∈ B such that the

B–functional Φ is not in I∗.

1.5.7 Definition. For a subset S of a pre-Hilbert module E we define the orthogonal com-

plement of S as

S⊥ = {x ∈ E : 〈s, x〉 = 0 (s ∈ S)}.
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Clearly, S⊥ is a submodule of E.

A submodule F of E is called complementary in E, if E = F ⊕ F⊥. (In this case there

exists a projection p onto F .)

A pre-Hilbert module E is called complementary, if it is complementary in all pre-Hilbert

modules where it appears as a submodule.

Notice that this definition in the literature, usually, refers only to Hilbert modules.

However, the property of a Hilbert module to be complementary or not is not affected by

allowing to check this against pre-Hilbert modules.

1.5.8 Proposition. A Hilbert module E is complementary, if and only if it is complemen-

tary in all Hilbert modules where it appears as a submodule.

Proof. There is only one direction to show. So let us assume that E is complementary in

all Hilbert modules and let F be a pre-Hilbert module which contains E as a submodule.

Then E is a complementary submodule of F so that there exists a projection p̄ in Ba(F )

such that E = p̄F ⊂ F . It follows that p̄ leaves invariant F so that we may define the

restriction p = p̄ ¹ F of p. We have 〈x, p̄y〉 = 〈p̄x, y〉 for all x, y ∈ F , whence a fortiori

〈x, py〉 = 〈px, y〉 for all x, y ∈ F , i.e. p is self-adjoint. Of course, p2 = p and E = pF .

Therefore, E is complementary in F .

1.5.9 Proposition. Let E be a self-dual (pre-)Hilbert B–module. Then E is complemen-

tary.

Proof. Let F be a pre-Hilbert B–module containing E as a submodule. Let y ∈ F . Then

the restriction of y∗ to E defines a B–functional on E. Since E is self-dual, there exists a

unique yp ∈ E such that 〈y, x〉 = 〈yp, x〉 for all x ∈ E. Of course, the mapping p : y 7→ yp is

an idempotent and pF = E. Moreover, 〈y, px〉 = 〈py, px〉 = 〈py, x〉 for all x, y ∈ F (because

px, py ∈ E). In other words, p is a projection and E is complementary.

In Section 3.2 we will see that von Neumann modules are always self-dual and, therefore,

complementary. Hence, if we really need projections and are not able to construct them

explicitly, then we are free to pass to von Neumann modules. We emphasize, however, that

the in many of our applications we will have all projections we need already on a purely

algebraic level.

1.5.10 Example. Let H be a pre-Hilbert space and B a pre–C∗–algebra and let HB = B⊗H

be the free right B–module generated by H with its obvious module structure. (We explain

in Examples 3.4.6 and 4.2.13 why we prefer to write B on the left, although, here we speak
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only of a right module.) Defining an inner product via

〈b⊗ f, b′ ⊗ f ′〉 = b∗b′〈f, f ′〉,

we turn HB into a pre-Hilbert module. (Positivity follows easily from the observation that if

H is n–dimensional, then HB is isomorphic to Bn. In Section 4.3 we see another possibility,

when we identify HB as exterior tensor product.)

Kasparov’s absorption theorem [Kas80] asserts that, whenever a Hilbert B–module E is

countably generated as Hilbert module (i.e. E is the closed B–linear hull of countably many

of its elements), then

HB ∼= HB ⊕ E

(cf. Definition 1.5.11) for a separable infinite-dimensional Hilbert space H. This result is

crucial for KK–theory, however, we do not need it, so we omit the proof. (An elegant proof

due to Mingo and Phillips [MP84] can be found in, literally, every text book with a chapter

on Hilbert modules like e.g. [Bla86, Lan95, WO93]. Notice that the isomorphism depends

heavily on the choice of the generating subset, i.e. the identification is not canonical.) A

result by Frank [Fra99] asserts that a self-dual countably generated Hilbert module over

a unital C∗–algebra B is a direct sum of a finitely generated Hilbert submodule and a

countable direct sum over finite dimensional ideals in B. This shows that self-dual Hilbert

modules are only rarely countably generated, at least, not in norm topology.

1.5.11 Definition. An isometry between pre-Hilbert B–modules E and F is a mapping

ξ : E → F which preserves inner products, i.e. 〈ξx, ξy〉 = 〈x, y〉. A unitary is a surjective

isometry. We say E and F are isomorphic pre-Hilbert B–modules, if there exists a unitary

u : E → F .

1.5.12 Observation. Also isometries and unitaries extend as isometries and unitaries, re-

spectively, to the completions. Moreover, if an isometry has dense range, then its extension

to the completions is a unitary. Clearly, the range of an isomtery is complete, if and only if

its domain is complete.

A unitary u is adjointable where the adjoint is u∗ = u−1. Of course, if u is unitary,

then so is u∗. An isometry ξ need not be adjointable. This follows easily from the following

proposition and the fact that there are non-complementary pre-Hilbert modules. In this case

the canonical embedding of a submodule F into a module E in which it is not complementary

is a non-adjointable isometry.
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1.5.13 Proposition. An isometry ξ : E → F is adjointable, if and only if there exists a

projection p ∈ Ba(F ) onto the submodule ξE of F .

Proof. If ξ is adjointable, then ξ∗ξ = id and ξξ∗ is a projection onto the range of ξ. So let

us assume that there exists a projection p onto the range of ξ. Denote by pξ the mapping

F → ξE defined by pξy = py, and denote by iξ : ξE → F the canonical embedding. Then

pξ ∈ Ba(F, ξE) and iξ ∈ Ba(ξE, F ) where p∗ξ = iξ (and conversely). Denote by uξ the

unitary uξx = ξx in Ba(E, ξE). Then

〈x, u−1
ξ py〉 = 〈puξx, y〉 = 〈ξx, y〉

so that u−1
ξ p is the adjoint of ξ.

1.6 Representations and two-sided Hilbert modules

Now we come to the most important objects in these notes, two-sided Hilbert modules.

They arise naturally by GNS-construction for completely positive mappings (Section 4.1)

and they may be composed by the (interior) tensor product to obtain new two-sided modules

(Section 4.2). Without tensor product there is no Fock module (Parts II and IV) and no

tensor product system (Part III).

In principle, an A–B–module E is a right B–module with a homomorphism j from A
into the right module homomorphisms. Often two-sided Hilbert modules are defined in that

way with emphasis on the homomorphism j. In fact, it is the possibility to have more than

one homomorphism j on the same right module which is responsible for the flexibility in

applications. We prefer, however, to put emphasis not on the homomorphism j but on the

space as two-sided module. Usually, we will write ax (and not j(a)x) for the left action of an

element a ∈ A. By the canonical homomorphism, we mean the mapping which sends a ∈ A
to the operator x 7→ ax in Lr(E). Sometimes (e.g. as in Example 1.6.7) a right module has

a natural left action of A which is not that of the bimodule structure under consideration.

In this case, we will denote by ax the natural left action and by a.x the left action of the

bimodule structure.

1.6.1 Definition. A representation of a pre–C∗–algebra A on a pre-Hilbert B–module E

is a homomorphism j : A → La(E) of ∗–algebras. A representation is contractive, if j is

a contraction (i.e. ‖j‖ ≤ 1). A representation is non-degenerate, if span j(A)E = E. A

representation is total (for a topology on E), if span j(A)E is dense in E (in that topology).

Clearly, a representation j extends to a representation A → Ba(E), if and only if it

is contractive. If A is spanned by its unitaries or quasi unitaries (for instance, if A is
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a C∗–algebra), then any homomorphism A → La(E) takes values in Ba(E). If A is a

C∗–algebra or spanned by its C∗–subalgebras, then a representation is contractive auto-

matically; see Appendix A.7. We will be concerned mainly with this case. If A is unital,

then a representation j is non-degenerate or total, if and only if j(1) = 1. If E is a

semi-Hilbert module, then by Corollaries 1.4.3 and 1.4.4 a homomorphism j : A → La(E)

and a (contractive) algebra homomorphism j : A → Br(E) give rise to a homomorphism

j : A → La(E/NE) and a (contractive) algebra homomorphism j : A → Br(E/NE), re-

spectively. Therefore, often we may define representations on E/NE by defining such on

E.

1.6.2 Definition. A (pre-)Hilbert A–B–module E is a (pre-)Hilbert B–module and an A–

B–module such that the canonical homomorphism defines a total (non-degenerate) repre-

sentation of A. We say E is contractive, if the canonical homomorphism is contractive.

If it is clear what A and B are, then we also say two-sided (pre-)Hilbert module. If

A = B, then we say two-sided (pre-)Hilbert B–module.

By Bbil(E, F ) and Ba,bil(E,F ) we denote the space of bounded and of bounded ad-

jointable, respectively, two-sided (i.e. A–B–linear) mappings between pre-Hilbert A–B–mod-

ules E and F . An isomorphism of pre-Hilbert A–B–modules is a two-sided unitary.

1.6.3 Remark. Ba,bil(E) is the relative commutant of the image of A in Ba(E).

1.6.4 Observation. The complement of an A–B–submodule of E is again an A–B–sub-

module of E. The range pE of a projection is anA–B–submodule, if and only if p ∈ Ba,bil(E).

Sufficiency is clear. To see necessity, assume that apx ∈ pE for all x ∈ E, a ∈ A. In other

words, ap = pap = (pa∗p)∗ = (a∗p)∗ = pa.

We present some examples. Although these examples appear to be simple, they illus-

trate already essential features of the two-sided module structure and will appear in many

contexts.

1.6.5 Example. Let A be a pre–C∗–algebra and let E be a pre-Hilbert B–module. The

simplest action of A on E is the trivial one ax = 0. Of course, this action is highly

degenerate. In order to have a two-sided module structure, we extend the trivial left action

of A in the only possible way to a unital left action of the unitization Ã of A; see Appendix

A.8. Clearly, this extension turns E into a contactive pre-Hilbert Ã–B–module. Because

B is an ideal in B̃, we have a natural pre-Hilbert B̃–module structure on E turning it into

a pre-Hilbert Ã–B̃–module. This module, indeed, appears in unitizations of completely

positive contractions and semigroups of such; see Section 12.3.
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1.6.6 Example. Let E be a pre-Hilbert B–module. By Example 1.4.10 En is a pre-Hilbert

Mn(Ba(E))–B–module. If E is a pre-Hilbert A–B–module, then A has a homomorphic

image in Ba(E). Therefore, Mn(A) has a homomorphic image in Mn(Ba(E)) (of course,

acting non-degenerately on En) so that En is a pre-Hilbert Mn(A)–B–module. This example

(together with Examples 1.7.6, 1.7.7, and 4.2.12.) provides us with simple proofs of results

on CP-semigroups on Mn(B).

1.6.7 Example. Let B be a unital pre–C∗–algebra. By the two-sided pre-Hilbert module B
we mean the one-dimensional pre-Hilbert module B (see Example 1.1.5) equipped with the

natural left multiplication b : x 7→ bx (x ∈ B). However, there are many other possibilities.

Let ϑ be a unital endomorphism of B. Then we define Bϑ as the pre-Hilbert B–module B,

but equipped with the left multiplication b.x = ϑ(b)x. Observe that B still is generated by

1 as right module and that 1 intertwines ϑ and id in the sense that b.1 = 1ϑ(b). Any left

multiplication on B arises in this way from a unital endomporphism ϑ. Indeed, given a left

multiplication x 7→ b.x on B, we define ϑ(b) = b.1 (i.e. b.1 = 1ϑ(b)). Then

ϑ(bb′) = (bb′).1 = b.(b′.1) = b.(1ϑ(b′)) = (b.1)ϑ(b) = ϑ(b)ϑ(b′)

and

ϑ(b∗) = b∗.1 = 〈1, b∗.1〉 = 〈b.1,1〉 = 〈1ϑ(b),1〉 = ϑ(b)∗〈1,1〉 = ϑ(b)∗.

An automorphism of the pre-Hilbert module B is a unitary in Ba(B) = B (cf. Example 1.4.5)

acting by usual multiplication on elements of B and any pre-Hilbert B–module generated

by a single unit vector is isomorphic to B. For two-sided modules the situation changes

considerably. In order that an automorphism u of the pre-Hilbert B–module B defines an

isomorphism Bϑ → Bϑ′ , we must have

u(b.x) = b.(ux) that is uϑ(b)x = ϑ′(b)ux.

Putting x = 1, we find uϑ(b) = ϑ′(b)u or ϑ′(b) = uϑ(b)u∗. In other words, Bϑ and Bϑ′

are isomorphic two-sided pre-Hilbert modules, if and only if ϑ and ϑ′ are conjugate via an

inner automorphism u • u∗ of the pre–C∗–algebra B. In general, there are non-inner auto-

morphisms, so there are non-isomorphic one-dimensional two-sided pre-Hilbert B–modules.

From here it is only a simple step to the classification of E0–semigroups (i.e. semigroups of

unital endomorphisms) up to unitary cocycle conjugacy; see Example 11.1.3.

1.6.8 Example. Any pre- (or semi-)Hilbert module E over a commutative algebra B has

a trivial left module structure over B where right and left multiplication are just the same.
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We denote this trivial left multiplication by br, i.e. br : x 7→ xb, in order to distinguish it

from a possible non-trivial left multiplication. Even if B is noncommutative, the operation

br is a well-defined element of Ba(E), whenever b is in the center CB(B) of B (cf. Definition

3.4.1). Clearly, br commutes with all a ∈ Ba(E). In Theorem 4.2.18 we will see that if E

contains a unit vector, and if B is unital, then b 7→ br is an isomorphism from CB(B) onto

the center of Ba(E).

1.6.9 Example. Let B = C2, i.e. the subalgebra of diagonal matrices in the algebra of

2 × 2–matrices M2. There are precisely four left multiplications on C2, comming from the

four unital endomorphisms of C2 (in the sense of Example 1.6.7), all of them giving rise to

pairwise non-isomorphic two-sided Hilbert module structures on C2. The first comming from

the identity automorphism. We denote this Hilbert module by C2
+. The second comming

from the flip automorphism α
(

z1
z2

)
=

(
z2
z1

)
. Here we have

(
z1
z2

)
.x = x

(
z2
z1

)
for all x ∈ C2. We

denote this Hilbert module by C2
−. (Notice that the flip is an automorphism of the algebra

C2 but not of the Hilbert module C2, because it is not right linear.) Finally, there are the

two endomorphisms of C2 being the unital extensions of the trivial endomorphism C→ {0}.
The two possibilites correspond to the choice to embed the copy of C which is annihilated

either into the first component of C2, or into the second.

Denote by e1 =
(
1
0

)
, e2 =

(
0
1

)
the canonical basis of C2. Let E be a two-sided pre-Hilbert

C2–module which is generated as a two-sided module by a single cyclic vector ξ. Then E

decomposes into the submodules Ceiξej (i, j = 1, 2) some of which may be {0}. If all four

spaces are non-trivial, than Ce1ξe1 ⊕Ce2ξe2 is isomorphic to C2
+, whereas Ce1ξe2 ⊕Ce2ξe1

is isomorphic to C2
−. If some of the spaces Ceiξej are trivial, then F is at least contained in

C2
+ ⊕ C2

−. Notice that none of the submodules Ceiξej is isomorphic to C2 as right Hilbert

module, because the inner products takes values in Cej, whereas the inner product of C2

takes values in all of C2, independently of a possible left multiplication. This example helps

us to understand completely postive semigroups on C2.

1.6.10 Example. Let G and H be Hilbert spaces. Then B(G,G ⊗̄ H) (cf. Example 1.1.6)

is a Hilbert B(G)–B(G)–module in an obvious way. We will see in Example 3.3.4 that any

von Neumann B(G)–B(G)–module E (Definitions 3.1.1 and 3.3.1) must be of this form.

Example 3.3.4 is the basis to understand the relation between Arveson’s tensor product

systems of Hilbert spaces [Arv89a] and tensor product systems of Hilbert modules [BS00]

(Example 11.1.4).

1.6.11 Example. We close with an example which comes directly from a physical prob-

lem. Let d ≥ 3 be an integer and let P = Cb(Rd) the C∗–algebra of bounded continuous
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(C–valued) functions on Rd. We write elements of P as functions h(p) of p ∈ Rd. Let

E0 = Cc(Rd,P) be the space of continuous P–valued functions on Rd with compact sup-

port. We write elements of E0 as functions f(k) of k ∈ Rd. (So, fixing k, f(k) is still a

function of p.) E0 has already a natural two-sided pre-Hilbert P–module structure where

the module operations are pointwise multiplication from the right and from the left, respec-

tively, and where the inner product of f and g is just the usual Riemann-Bochner integral∫
dk f ∗(k)g(k); see Appendix B. Here we need, however, a different structure. Only the

right multiplication is the natural one. The left multiplication of an element f ∈ E0 by a

function h ∈ P is defined as

[h.f ](k) = h(p + k)f(k),

where, clearly, h(p + k) defines for each fixed k an element of P which has to be multiplied

with the value f(k) of f at this fixed k.

〈f, g〉 =

∫
dk f ∗(k)δ

(
p · k + |k|2

2
+ |k|)g(k) (1.6.1)

defines a semi-inner product, where we interpret the (one-dimensional) δ–function just as a

formal prescription of how to evaluate the |k|–integration in polar coordinates; see Remark

D.3.7. Finally, we divide out the kernel of this inner product and obtain a two-sided pre-

Hilbert P–module E.

This module appears in the stochastic limit for an electron coupled to a field in the

vacuum state. The inner product has been computed by Accardi and Lu [AL96]. Also

the idea to interpret it as an inner product of a Hilbert module is due to [AL96]. The

interpretation as two-sided Hilbert module together with the correct left multiplication,

and the result that (1.6.1), indeed, defines an element of P can be found in [Ske98a]. We

explain the physical model, how the module E arises and, in particular, that all preceding

prescriptions make sense in Appendix D. In the context of this section it is noteworthy that

it is the correct left multiplication of E which made it possible to interpret the the limit

module of the stochastic limit as a Fock module over E; cf. Example 6.1.7.

1.7 Finite-rank operators and compact operators

Let E and F be pre-Hilbert B–modules. Proceeding as in Example 1.1.5 we embed Ba(F,E)

into

Ba(F ⊕ E) =

(
Ba(F, F ) Ba(E, F )

Ba(F, E) Ba(E, E)

)
.
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From this embedding it follows immediately that for all a ∈ Ba(F,E) the element a∗a is

positive in Ba(F ), because it is positive in Ba(F ⊕ E) ⊃ Ba(F ). In other words, Ba(F,E)

with inner product 〈a, a′〉 = a∗a′ is a contractive pre-Hilbert Ba(E)–Ba(F )–module. In

Chapter 2 we investigate such generalized matrix algebra structuctures systematically.

If we put F = B and take also into account that E ⊂ Ba(B, E), we see that E may be

embedded into the lower left corner of Ba(B⊕E). Clearly, this embedding is isomteric and

respects all module operations. Now we ask for the ∗–subalgebra of Ba(B ⊕ E) generated

by E. Clearly, the upper right corner is E∗ and the upper left corner is BE ⊂ B ⊂ Ba(B).

The lower right corner consists of the span of all operators on E of the form z 7→ x〈y, z〉
(x, y ∈ E). These are the analogues of the finite rank operators on Hilbert spaces.

1.7.1 Definition. Let E and F be pre-Hilbert B–modules. An operator of the form xy∗ ∈
Ba(E, F ) (x ∈ F ⊂ Ba(B, F ), y ∈ E ⊂ Ba(B, E)) is called rank-one operator with adjoint

given by yx∗. The linear span F(E,F ) of all rank-one operators is called the space of finite

rank operators, its completion K(E,F ) is called the Banach space of compact operators.

1.7.2 Remark. Our notation has the same advantages as Dirac’s bra(c)ket notation |x〉〈y|
:= xy∗. Additionally, it makes a lot of brackets dissappear, thus leading to clearer formulae.

See, for instance the proof of Theorem 4.2.18 or Section 14.1.

1.7.3 Remark. Notice that the elements of K(E, F ) can be considered as operators E →
F , in general, only if F is complete. Notice also that, in general, neither the finite rank

operators have finite rank in the sense of operators between linear spaces, nor the compact

operators are compact in the sense of operators between Banach spaces. (Consider, for

instance, the identity operator on E = B, which is rank-one, if B is unital, but non-compact

as operator on the normed space B as soon as B is infinite-dimensional.)

1.7.4 Observation. Interestingly enough, both F(E, F ) and K(E, F ) are Ba(F )–Ba(E)–

modules. In particular, F(E) := F(E, E) is an ideal in Ba(E) and K(E) := K(E, E)

is a closed ideal in Ba(E). It follows that F(E, F ) is a pre-Hilbert Ba(E)–F(E)–module

(which may be considered also as a pre-Hilbert Ba(E)–Ba(E)–module) and that K(E, F ) is

a Hilbert Ba(E)–K(E)–module (which may be considered also as a Hilbert Ba(E)–Ba(E)–

module).

With these notations it is clear that

alg∗(E) =

(
BE E∗

E F(E)

)
(1.7.1)
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is the pre–C∗–subalgebra of Ba(B ⊕ E) generated by E (or E∗). The pre–C∗–subalgebra

generated by E and B is

alg∗(E,B) =

(
B E∗

E F(E)

)
. (1.7.2)

Observe that alg∗(E,B) has a natural contractive representation on BE ⊕ E. This repre-

sentation is isometric, if and only if E is essential, and, of course, the restricition of this

representation to alg∗(E) is always isometric. Observe also that F(E) and K(E) (as pre–

C∗–algebras) are independent of whether we consider E as B– or as BE–module.

Algebraically, the situation in (1.7.1) is symmetric under “exchange of coordinates”. In

particular, E∗ is a pre-Hilbert F(E)–module in an obvious manner. The only difference is

that now the pre–C∗–algebra structure arises, by considering elements of alg∗(E∗) as oper-

ators on F(E) ⊕ E∗. However, the two C∗–norms coincide. (To see this, close alg∗(E) in

Ba(BE ⊕ E) and observe that the canonical mapping alg∗(E) → Ba(F(E)⊕ E∗) is faithful,

hence, isometric.) In this way, we identify BE as F(E∗). Clearly, the canonical represen-

tation of BE on E∗ extends to a contractive repesentation of B. If B is unital, then this

representation is non-degenerate. (If not, then we will see in Corollary 2.1.10 that the

representation is at least total.) The representation is isometric, if and only if E is essential.

Let E be a pre-HilbertA–B–module. We ask, under which circumstances we can consider

E∗ as a pre-Hilbert B–A–module. For this the range F(E) of the inner product must be an

ideal in A, and B should act non-degenerately on E. If these requirements are fulfilled, we

say E∗ is the dual pre-Hilbert B–A–module of E. Obviously, A acts isometrically on E, if

and only if E∗ is essential. Of course, (E∗)∗ = E. By

alg∗(A, E,B) =

(
B E∗

E A

)

we denote the pre–C∗–subalgebra of Ba(B⊕E)⊕Ba(A⊕E∗) (pre–C∗–algebraic direct sum)

generated by A, E, and B where the matrices in
(
B
E

E∗A

)
are imbeded via the representation

id into Ba(B ⊕ E) and via the anti-representation id∗ into Ba(A⊕ E∗).

1.7.5 Observation. BE is rarely complete. Consider, for instance, E = H∗ for some

infinite-dimensional Hilbert space. Here BE = F(H) is certainly not complete.

1.7.6 Example. For the moment suppose that the pre-Hilbert A–B–module E has a dual

pre-Hilbert B–A–module E∗ (i.e. F(E) is an ideal in A). By Example 1.6.6 (E∗)n is a

pre-Hilbert Mn(B)–A–module. The inner product on (E∗)n is 〈(x∗1, . . . , x∗n), (y∗1, . . . , y∗n)〉 =
n∑

i=1

xiy
∗
i . The action of Mn(B) is isometric, if E is essential. In particular, the ideal Mn(BE) =

F((E∗)n) in Mn(B) is represented isometrically on (E∗)n.
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Define En = ((E∗)n)∗. Like En also En consists of vectors X = (x1, . . . , xn). By

construction En is a pre-Hilbert A–Mn(B)–module with right multiplication of B =
(
bij

) ∈
Mn(B) given by

(
XB

)
j
=

n∑
i=1

xibij and inner product

〈
(x1, . . . , xn), (y1, . . . , yn)

〉
i,j

= 〈xi, yj〉.

Therefore, the matrix with entries 〈xi, xj〉 is a positive element of Mn(B). Setting E = B,

we recover the (trivial) result that the matrix with entries b∗i bj is positive. The left action

of a ∈ A on X ∈ En is aX = (ax1, . . . , axn). If we choose A = Ba(E), we see that

Ba(E) ⊂ Ba(En). (Of course, the action of Ba(E) is faithful.) Less obvious is that we have

equality of Ba(E) and Ba(En). Indeed, if B is unital, then the matrix unit eij is an element

of Mn(B). For a ∈ Ba(En) we find from (aX)eij = a(Xeij) applied to X = (x, . . . , x) that

the restriction of a to the i–th component of En coincides with the restriction to the j–th

component of En. If B is non-unital, then we consider B̃ or we use an approximate unit.

Finally, if F(E) is not an ideal in A and A is unital, then we use the fact that A has

an image in Ba(E) so that the pre-Hilbert Ba(E)–Mn(B)–module En is also a pre-Hilbert

A–Mn(B)–module. (Non-degeneracy might cause problems, if A is non-unital, but totality

is preserved in any case.)

1.7.7 Example. We extend the preceding example and set Mnm(E) = (Em)n. It is easy

to check that also Mnm(E) = (En)m. We find that the pre-Hilbert Mn(A)–Mm(B)–module

Mnm(E) consists of matrices X =
(
xki

)
whose inner product is

〈X, Y 〉ij =
n∑

k=1

〈xki, ykj〉.

An element of Mm(B) acts from the right on the right index (coming from Em) and an

element of Mn(A) acts from the left on the left index (coming from En) in the usual way.

Conversely, if Enm is a pre-Hilbert Mn(A)–Mm(B)–module, then all matrix entries are

isomorphic to the same pre-Hilbert A–B–module E and Enm = Mnm(E). (If A and B are

unital, then define Qi as the matrix in Mn(A) with 1 in the i–th place in the diagonal and

define Pj ∈ Mm(B) analogously. Each of these matrix entries QiEnmPj inherits a pre-Hilbert

A–B–module structure by embedding A and B into that unique place in the diagonal of

Mn(A) and Mm(B), respectively, where it acts non-trivially on QiEnmPj. As in Example

1.7.6, by appropriate use of matrix units we see that all QiEnmPj are isomorphic to the

same pre-Hilbert A–B–module E and that Enm = Mnm(E). The same shows to remains

true, when A and B are not necessarilly unital by appropriate use of approximate units.)

Let us set X =
(
δijxi

) ∈ Mn(E) := Mnn(E) for some xi ∈ E (i = 1, . . . , n), and

Y correspondingly. Then the mapping T : Mn(A) → Mn(B), defined by setting T (A) =
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〈X,AY 〉 acts matrix-element-wise on A, i.e.

(
T (A)

)
ij

= 〈xi, aijyj〉.

T (A) may be considered as the Schur product of the matrix T of mappings A → B and the

matrix A of elements in A.

This example will help us to show in Chapter 5 that T is completely positive for Y = X.

Here we use its first part to analyze the structure of Hilbert modules over finite-dimensional

C∗–algebras.

1.7.8 Corollary. Any pre-Hilbert Mn–Mm–module E is isomorphic to Mnm(H) for some

pre-Hilbert space H, and E is complete, if and only if H is complete.

It is well-known that finite-dimensional C∗–algebras decompose into blocks of matrix

algebras Mn. So the following corollary covers all two-sided Hilbert modules over finite-

dimensional C∗–algebras.

1.7.9 Corollary. Let A =
k⊕

i=1

Mni
and B =

⊕̀
j=1

Mmj
be finite-dimensional C∗–algebras.

Denote by pi = 1Mni
and qj = 1Mmj

the central projections generating the ideals Mni
= piA

in A and Mmj
= qjB in B, respectively. Then any pre-Hilbert A–B–module E decomposes

into the direct sum

E =
⊕
i,j

Eij

over the Mni
–Mmj

–modules Eij = piEqj (cf. Example 1.6.8) which may be considered also

as A–B–modules.

Observe that some of the Eij may be trivial. Specializing to diagonal algebras A = Cn

and B = Cm (whence, Mni
= Mmj

= C) we find the generalization of Example 1.6.9.

Putting A = B = Cn we see that pre-Hilbert Cn–Cn–modules are given by n× n–matrices

of pre-Hilbert spaces. On the other hand, passing to the case where the blocks may be B(G)

where G is a Hilbert space of arbitrary dimension (in other words, the strong closures of A
and B are arbitrary type I von Neumann algebras), we are in the set-up of Bhat [Bha99].

We mentioned already that for unital B we have Ba(B) = B. Now we want to see how

Ba(B) looks like, in general.

1.7.10 Lemma. For an arbitrary pre–C∗–algebra B we have Ba(B) = M(B) where M(B)

denotes the multiplier algebra of B.
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Proof. See Appendix A.8 for details about multiplier algebras and double centralizers.

Let (L,R) ∈ M(B) be a double centralizer and b, b′ ∈ B. Then L(bb′) = (Lb)b′ so that

L ∈ Br(B). Furthermore, 〈b, Lb′〉 = b∗Lb′ = (Rb∗)b′ = 〈R∗b, b′〉 where R∗b = (Rb∗)∗. In

other words, R∗ is an adjoint of L so that L ∈ Ba(B). Therefore, there exists a natural

isometric embedding M(B) → Ba(B).

Conversely, if a ∈ Ba(B), then (La, Ra) with Lab = ab and Rab = (a∗b∗)∗ is a double

centralizer whose image in Ba(B) is a. In other words, the natural embedding is surjective,

hence, an isometric isomorphism of normed spaces. From the multiplication and involution

for double centralizers it follows that it is an isomorphism of pre–C∗–algebras.

1.7.11 Remark. Let a ∈ Ba(B). Clearly, a is a B–functional on the pre-Hilbert B–module

E = B which has an adjoint, namely, a∗. It follows that for non-unital B the set Ba(E,B)

of adjointable B–functionals on E is (usually, much) bigger than E∗. As E∗ and E are

anti-isomorphic, for non-unital B also Ba(B, E) is bigger than E.

1.7.12 Observation. Notice, however, that always E = K(B, E) and, consequently, E
∗

=

K(E,B). (B has an approximate unit.) But, F(B, E) is, in general, different from E.

1.7.13 Lemma. Let E be a pre-Hilbert B–module. Then the Hilbert modules E and K(E)

have the same C∗–algebra of adjointable operators.

Proof. We have E = span
(
K(E)K(E,B)

)
, because K(E) has an approximate unit, and

K(E) = span K(E,B)K(B, E), because K(E,B)K(B, E) = E E
∗
. By the first equality, an

operator on K(E) gives rise to an operator on E, and by the second, an operator on E

gives rise to an operator on K(E). It is clear that the two correspondences are inverse to

eachother.

1.7.14 Corollary. M(K(E)) = Ba(K(E)) = Ba(E).

1.7.15 Definition. We equip Ba(E) with the strict topology from the multiplier algebra of

K(E), i.e. the strict topology on Ba(E) is the ∗–strong topology on Ba(K(E)).

1.7.16 Proposition. The strict topology and the ∗–strong topology of Ba(E) coincide on

bounded subsets.

Proof. If a net aλ is bounded, then in either of the topologies it is sufficient to check

convergence on dense subsets of K(E) and E, respectively. So if aλ → a in the strict

topology, then (aλ− a)x → 0 for all x in the dense subset span
(
F(E)E

)
of E, and similarly
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for a∗λ. Conversely, if aλ → a ∗–strongly, then (aλ − a)k → 0 on the dense subset F(E) of

K(E), and similarly for a∗λ.

1.7.17 Remark. The two topologies do, in general, not coincide. For instance, if H is a

Hilbert space then the strict topology on B(H) is just the ∗–σ–strong topology, which is

known to be properly stronger than the ∗–strong topology, when H is infinite-dimensional.

Lemma 1.7.13 is a special case of a result due to Pimsner [Pim97]. After Section 4.2,

where we introduce tensor products, it is clear that our proof is just a translation of Pimser’s

original proof. Corollary 1.7.14 is a famous theorem due to Kasparov [Kas80]. Here we prove

it by Lemma 1.7.10 without making use of the strict topology.
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Generalized matrix algebras

We have seen that a pre-Hilbert B–module E may be embedded into a 2× 2–matrix which

has a natural pre–C∗–algebra structure. A simple consequence was the positivity of elements

xx∗ ∈ F(E) or
(〈xi, xj〉

) ∈ Mn(B).

A further advantage of such an embedding is that C∗–algebras come along with a couple

of additional topologies. By restriction of these topologies to a Hilbert module contained in

such a generalized matrix algebra, we obtain immediately the analogues for Hilbert modules.

Usually, the toplogies are compatible with the decomposition into matrix elements of the

matrix algebra, so that closure of the matrix algebra in such a topology means closure of

each matrix entry independently. The closure of a C∗–algebra in such a topology is, usually,

again a C∗–algebra. Consequently, if we close a Hilbert B–module E in a certain topology

and B was already closed in this topology, then it follows that the closure of E is again a

Hilbert module over B. This observation is crucial in Chapter 3 in the proof of the fact that

any Hilbert module over a von Neumann algebra allows for a self-dual extension.

The concept of embedding a Hilbert module into a C∗–algebra is not new. The idea

is probably already present in Rieffel [Rie74] and appears clearly in Blecher [Ble97] in

connection with operator spaces. We comment on this aspect at the end of this chapter.

Our treatment here is an extension of Skeide [Ske00b].

2.1 Basic properties

2.1.1 Definition. Let M be an algebra with subspaces Bij (i, j = 1, . . . , n) such that

M =



B11 . . . B1n

...
...

Bn1 . . . Bnn




(
i.e. M =

n⊕
i,j=1

Bij

)
.

35
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We sayM is a generalized matrix algebra (of order n), if the multiplication inM is compatible

with the usual matrix multiplication, i.e. if

(
BB′)

ij
=

n∑

k=1

bikb
′
kj

for all elements B =
(
bij

)
and B′ =

(
b′ij

)
in M. If M is also a normed and a Banach

algebra, then we say M is a generalized normed and a generalized Banach matrix algebra,

respectively.

If M is also a ∗–algebra fulfilling

(
B∗)

ij
= b∗ji,

then we say M is a generalized matrix ∗–algebra. If M is also a (pre–)C∗–algebra, then we

call M a generalized matrix (pre–)C∗–algebra.

A generalized matrix (∗–)subalgebra of M is a collection of subspaces Cij ⊂ Bij, such that

N =
(Cij

)
is a (∗–)subalgebra of M.

2.1.2 Example. If B is a pre–C∗–algebra and Bij = B, we recover the usual matrix pre–

C∗–algebra Mn(B) normed as in Example 1.4.10. In the sequel, we omit the word ‘gen-

eralized’ and speak just of matrix algebras. If we refer to Mn(B), we say a ‘usual matrix

algebra’.

2.1.3 Remark. Clearly, the subset
{(

bij

)
: bij = bδij (b ∈ B)

}
of Mn(B) is a subalgebra

isomorphic to B, but not a matrix subalgebra.

2.1.4 Example. Let M be a unital pre–C∗–algebra and let {p1, . . . , pn} be a complete set

of orthogonal projections. Then M =
(
piMpj

)
ij

endows M with a matrix pre–C∗–algebra

structure.

2.1.5 Example. Let M =
(Bij

)
i,j

be an n×n–matrix pre–C∗–algebra. Then the diagonal

entries Bi := Bii are pre–C∗–subalgebras of M. If all Bi are unital, then the entries Bij are

pre-Hilbert Bi–Bj–modules with inner product 〈b, b′〉 = b∗b′ and the natural right and left

multiplications. Clearly, the pre-Hilbert module norm and the norm coming from M by

restriction coincide. Moreover, Bi contains F(Bij) for all j.

Conversely, we already know that a pre-Hilbert B–module E may be embedded into the

matrix pre–C∗–algebras alg∗(E) or alg∗(E,B) (cf. (1.7.1), (1.7.2).)
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2.1.6 Proposition. The norm on a matrix pre–C∗–algebra is admissible in the sense of

Definition A.2.1, i.e. ‖bij‖ ≤ ‖B‖ for all B ∈M; i, j = 1, . . . , n.

Proof. Let B ∈M with components bij ∈ Bij. Then BB∗ has the components
n∑

k=1

bikb
∗
jk ∈

Bij. On the other hand, if C ∈ M and bij ∈ Bij ⊂ M, then b∗ijCbij = b∗ijciibij ∈ Bj, where

cii is the component of C in Bi. Combining both, we find

b∗ijBB∗bij =
n∑

k=1

b∗ijbikb
∗
ikbij =

n∑

k=1

(b∗ikbij)
∗(b∗ikbij) ≥ (b∗ijbij)

∗(b∗ijbij),

so that

‖B‖ ‖bij‖ ≥ ‖B∗bij‖ ≥ ‖b∗ijbij‖ = ‖bij‖2 .

This implies ‖B‖ ≥ ‖bij‖ no matter, whether bij = 0 or not.

2.1.7 Corollary. Let M be a matrix pre–C∗–algebra. Then M is complete, if and only

if each Bij is complete with respect to the norm induced by the norm of M. In particular,(Bij

)
= M is a matrix C∗–algebra.

2.1.8 Corollary. The projections pij : M→ Bij, pij(B) = bij have norm 1. In particular,

if M is unital, then so are Bi and we are in the situation of Example 2.1.4, where pi = 1Bi

and pij(B) = pibpj.

2.1.9 Remark. Curiously, the unitization M̃ is (for n ≥ 2) not a matrix algebra, because

pij(1̃) is not an element of M̃. If we want to add a unit to a matrix algebra, then we must

add new units for each Bi separately, in order to obtain again a matrix algebra.

2.1.10 Corollary. Let
(
Uλ

)
λ∈Λ

denote an approximate unit for M. Set uij
λ = pij(Uλ).

Then

lim
λ

uk`
λ bij = δk`δ`ibij and lim

λ
biju

k`
λ = δjkδk`bij (2.1.1)

for all bij ∈ Bij. Moreover,
(
uii

λ

)
λ∈Λ

and
(
u11

λ + . . . + unn
λ

)
λ∈Λ

form approximate units for

Bii and M, respectively. These are increasing, if
(
Uλ

)
λ∈Λ

is increasing.

Proof. Equation (2.1.1) follows from
(
BC

)
ij

=
n∑

k=1

pik(B)pkj(C) (B,C ∈M) and continu-

ity of pij. To see that also the net
(
uii

λ

)
λ∈Λ

is increasing we observe that pii(B) = lim
λ

uii
λBuii

λ

by Equation (2.1.1) and boundedness of the net
(
uii

λ

)
λ∈Λ

, so that pii is a positive mapping.
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2.1.11 Corollary. Let E and F be pre-Hilbert B–modules. Then the unit ball of F(E, F )

is strongly dense in Br(E, F ), and ∗–strongly (hence, by Proposition 1.7.16 also strictly)

dense in the unit ball of Ba(E, F ).

Proof. Let a ∈ Br(E, F ). By Corollary 2.1.10 applied to alg∗(E), there exists an approx-

imate unit
(
uλ

)
for F(E) such that uλx → x for all x ∈ E. Therefore, auλx → ax, i.e. the

net auλ in F(E, F ) converges strongly to a. If a is adjointable, then also uλa
∗ ∈ F(F,E)

converges strongly to a∗.

2.1.12 Definition. The B–weak topology on a pre-Hilbert B–module E is the locally convex

Hausdorff topology generated by the family ‖〈x, •〉‖ (x ∈ E) of seminorms.

When interpreted as topology on E∗, the B–weak topology is just the strong topology

of E ′ = Br(E,B) restricted to the subset E∗. By Corollary 2.1.11 the unit ball of E∗ is

B–weakly dense in E ′ and, of course, any bounded Cauchy net in E∗ converges to an element

of E ′. We find Frank’s [Fra99] characterization of self-dual Hilbert modules.

2.1.13 Theorem. A pre-Hilbert B–module E is self-dual, if and only if the unit ball of E

is complete with respect to the B–weak topology.

2.2 Representations of matrix ∗–algebras

Let H =
n⊕

i=1

Hi be a pre-Hilbert space. Like in Section 1.7, we may decompose Ba(H)

according to the subspaces Hi. (In fact, the following discussion works, to some extent, also

for a pre-Hilbert module E =
n⊕

i=1

Ei.) Clearly,

Ba
( n⊕

i=1

Hi

)
=




Ba(H1, H1) . . . Ba(Hn, H1)
...

...

Ba(H1, Hn) . . . Ba(Hn, Hn)




is a matrix pre–C∗–algebra.

On the other hand, if Π is a (non-degenerate) representation of a matrix ∗–algebra M
by bounded adjointable operators on a pre-Hilbert space H, then it is easy to check that H

decomposes into the subspaces Hi = span(Π(Bi)H) and that Π(Bij) ⊂ Ba(Hj, Hi). Clearly,

Π(M) =




Π(B11) . . . Π(B1n)
...

...

Π(Bn1) . . . Π(Bnn)
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is a matrix pre–C∗–subalgebra of Ba
( n⊕

i=1

Hi

)
. (If Π is only total, then at least H decomposes

into H i.)

2.2.1 Definition. A matrix von Neumann algebra on a Hilbert space H =
n⊕

i=1

Hi is a strongly

(or weakly) closed matrix ∗–subalgebra M of B
( n⊕

i=1

Hi

)
. Clearly, M is a von Neumann

algebra. In particular, M is unital and the unit of M is the sum of the units pi of the

diagonal von Neumann subalgebras Bi; cf. Example 2.1.4.

2.2.2 Proposition. Let M =
(Bij

)
be a matrix pre–C∗–subalgebra of the von Neumann

algebra B
( n⊕

i=1

Hi

)
. Then M is strongly (weakly) closed, if and only if each Bij is strongly

(weakly) closed in Ba(Hj, Hi).

Proof. The mapping pij = pi • pj is strongly (weakly) continuous. Therefore, B(Hj, Hi)

is strongly (weakly) closed in B
( n⊕

i=1

Hi

)
. From this the statements follow.

2.2.3 Proposition. Let M =
(Bij

)
be a strongly dense matrix pre–C∗–subalgebra of a

matrix von Neumann algebra MvN =
(BvN

ij

)
. Then the unit-ball of Bij is strongly dense in

the unit-ball of BvN
ij .

Proof. Let b be an element in the unit-ball of BvN
ij . By the Kaplansky density theorem,

we may approximate b strongly by a net
(
Bn

)
n∈N

of elements in the unit-ball of M. Then(
pij(Bn)

)
n∈N

=
(
piBnpj

)
n∈N

is a net consisting of elements in the unit-ball of Bij which

converges strongly to b.

2.2.4 Proposition. Let M be a matrix von Neumann algebra on
n⊕

i=1

Hi and let b be an

element of Bij. Denote |b| =
√

b∗b. There exists a unique partial isometry v in Bij such that

b = v |b| and ker(v) = ker(b).

Proof. By polar decomposition there exists a unique partial isometry V in M with the

claimed properties. Obviously, V vanishes on H⊥
j and its range is contained is in Hi. This

means v := V = pij(V ) ∈ Bij.

2.3 Extensions of representations

In Section 1.7 we have embedded a pre-Hilbert B–module E into alg∗(E) and alg∗(E,B)

which, of course, are 2 × 2–matrix pre–C∗–subalgebras of Ba(B ⊕ E). In these matrix
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algebras the 22–corner F(E) is the smallest possible. In this section we are interested in the

2× 2–matrix pre–C∗–subalgebra

M(E) :=

(
B E∗

E Ba(E)

)

of Ba(B ⊕ E) and its representations. (M(E) is maximal in the sense that for unital

B we have M(E) = Ba(B ⊕ E).) Like any pre–C∗–algebra, M(E) admits an isometric

total representation on a pre-Hilbert space. By the preceding section the representation

decomposes into subspaces H1 and H2 such that the representation maps the 21–corner to

a subset of Ba(H1, H2). Therefore, any pre-Hilbert module can be considered as a space of

operators not on, but between two pre-Hilbert spaces. However, also

Mr(E) :=

(
B E ′

E Br(E)

)

is a matrix algebra in an obvious manner, and also the elements of Mr(E) act as operators

on B⊕E. These operators are still bounded, but not necessarily adjointable. Therefore, we

turn Mr(E) into a normed algebra by identifying it as a matrix subalgebra of Br(B ⊕ E).

(Also here we have that Mr(E) = Br(B ⊕ E), if B is unital.)

The goal of this section is two-fold. Firstly, we want to construct a representation of

M(E) in a canonical fashion. More precisely, we associate with any representation π of B on

a pre-Hilbert G a pre-Hilbert space H and a representation Π of M(E) on G⊕H. Secondly,

we extend Π to a representation of Mr(E) also on G ⊕ H. Moreover, Π turns out to be

contractive, if π is contractive, and to be isometric, if π is isometric. For reasons which we

explain in Remark 4.1.9, we call the restriction η of Π to E the Stinespring representation of

E associated with the representation π, and the restriction ρ of Π to Ba(E) the Stinespring

representation of Ba(E) associated with E and the representation π.

We will recover the pre-Hilbert space H in Example 4.2.3 just as the tensor product of E

and the pre-Hilbert B–C–module G. This and other parts of the constructions forM(E) can

be shown by purely C∗–algebraic methods, like uniqueness of complete C∗–norms. However,

dealing with Mr(E), we leave the C∗–framework for a moment, and it is necessary to go

back directly to the level of Hilbert spaces. The basic tool is the cyclic decompositon of the

representation π. Of course, this elementary technique can be applied also directly to the

case M(E).

2.3.1 Definition. Let π be a representation of a pre–C∗–algebra B on a Hilbert space G.

A cyclic decomposition of (π, G) is a pair
(
G0, (Gα, gα)α∈A

)
consisting of a subspace G0 such

that π(B)G0 = {0} and a family (Gα, gα)α∈A where the Gα are subspaces of G invariant for
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π such that G = G0 ⊕
⊕
α∈A

Gα and vectors gα ∈ Gα such that π(B)gα = Gα. We say Gα is a

cyclic subspace and gα is a cyclic vector for Gα.

Any representation on a Hilbert space admits a cyclic decomposition. (Set G0 =

(π(B)G)⊥ and restrict to G⊥
0 . Then apply Zorn’s lemma to the partially ordered set of

families of mutually orthogonal closed subspaces invariant for π where each subspace is gen-

erated by π(B) and one of its vectors.) If B is unital, then the restriction of π to
⊕
α∈A

Gα is

non-degenerate, because gα ∈ Gα.

Let π be a representation of B on a pre-Hilbert space G. Denote by
(
G0, (Gα, gα)α∈A

)
a

cyclic decomposition of the extension π of π to G. Then any vector in G may be approxi-

mated by vectors in G0 ⊕
⊕
α∈A

Gα. We define a sesquilinear form on E ⊗G by setting

〈x⊗ g, x′ ⊗ g′〉 =
〈
g, π(〈x, x′〉)g′〉. (2.3.1)

2.3.2 Proposition. The sesquilinear form defined by (2.3.1) is positive. Henceforth, E⊗G

is a semi-Hilbert space.

Proof. We have to show that
n∑

i,j=1

〈
gi, π(〈xi, xj〉)gj

〉 ≥ 0 for all choices of n ∈ N, xi ∈ E

and gi ∈ G (i = 1, . . . , n). Each gi is the (norm) limit of a sequence
(
gm

i

)
whoose members

have the form gm
i = gm

0 +
∑
α

π(bmα
i )gα where the sum runs (for fixed i and m) only over

finitely many α ∈ A. Of course, the gm
0 ∈ G0 do not contribute to (2.3.1). We find

n∑
i,j=1

〈
gi, π(〈xi, xj〉)gj

〉
= lim

m→∞

n∑
i,j=1

∑

α,α′

〈
gα, π(〈xib

mα
i , xjb

mα′
j 〉)gα′

〉

= lim
m→∞

∑
α

〈
gα, π

(〈 n∑
i=1

xib
mα
i ,

n∑
j=1

xjb
mα
j

〉)
gα

〉
≥ 0.

By H = E ¯G := E ⊗G/NE⊗G (and in agreement with Definition 4.2.1) we denote the

pre-Hilbert space associated with E ⊗G. We set

x¯ g = x⊗ g + NE⊗G.

With each x ∈ E we associate a mapping

Lx : g 7→ x¯ g.

This mapping is bounded, because

‖Lxg‖2 = 〈g, π(〈x, x〉)g〉 ≤ ‖g‖2 ‖π(〈x, x〉)‖ , (2.3.2)
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and it has an adjoint

L∗x : y ¯ g 7→ π(〈x, y〉)g

(which, therefore, is well-defined, because it has an adjoint Lx). In other words, Lx ∈
Ba(G,H).

2.3.3 Definition. We define mappings η : E → Ba(G,H), η(x) = Lx and η∗ : E∗ →
Ba(H, G), η∗(x∗) = L∗x. Of course, H = span(η(E)G). We refer to the pair (H, η) as

the Stinespring representation of E associated with π.

2.3.4 Proposition. 1. If π is a contraction (an isometry), then so is η.

2. We have π(〈x, x′〉) = η∗(x∗)η(x′) and η(xb) = η(x)π(b).

Proof. 1. follows from (2.3.2) and 2. follows checking it with inner products, for instance,

〈g, L∗xLx′g
′〉 = 〈Lxg, Lx′g

′〉 = 〈x¯ g, x′ ¯ g′〉 = 〈g, π(〈x, x′〉)g′〉.

Let a be an element of Ba(E). We associate with a a mapping ρ(a) : x ⊗ g 7→ ax ⊗ g

on E ⊗ G. From 〈x ⊗ g, ax′ ⊗ g′〉 = 〈a∗x ⊗ g, x′ ⊗ g′〉 we see that ρ(a) has an adjoint. By

Corollary 1.4.3, it induces a mapping ρ(a) on H with adjoint ρ(a∗). Clearly, the mapping

ρ : a 7→ ρ(a) defines a non-degenerate unital representation of Ba(E) by possibly unbounded

operators in La(H). Moreover,

Π =

(
π η∗

η ρ

)

(acting matrix element-wise) defines a (non-degenerate, if π is) representation of M(E) by

possibly unbounded operators in La(G⊕H).

2.3.5 Proposition. If π is contractive (isometric), then so are ρ and Π.

Proof. We need to show only the statement for ρ (in particular, that ρ maps into Ba(H)),

because for η (and, consequently, for η∗) we know it already from Proposition 2.3.4, and the

norm of an element in Ba(Hj, Hi) is the same when considered as element of Ba(H1 ⊕H2).

If π is a contraction, then we may do the same construction, however, starting from a

representation of B on G and E. Then E¯G contains H as a dense subspace and the new ρ

coincides with the old one on the subspace H. In other words, ρ extends to a representation

of the C∗–algebra Ba(E) on E ¯ G. Therefore, it must be a contraction. If π is isometric,

then the representation of Ba(E) is faithful and, therefore, isometric.
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2.3.6 Definition. We refer to the pair (H, ρ) as the Stinespring representation of Ba(E)

associated with π. If E is a pre-Hilbert A–B–module, then by ρA we mean the represen-

tation A → Ba(E) → Ba(H) of A on H. We refer to the pair (H, ρA) as the Stinespring

representation of A associated with E and π. If we are interested in both η and ρ, then we

refer also to the triple (H, η, ρ) as the Stinespring representations.

This is the first of our goals. As we mentioned, we used heavily C∗–arguments. Now let

a be in Br(E). As before, we can define the mapping ρ(a)x⊗g 7→ ax⊗g on E⊗G. However,

because we do not necessarily have an adjoint, we cannot easily conclude that this mapping

respects the kernel NE⊗G. Appealing to Corollary 1.4.4, we must show contractivity first.

2.3.7 Lemma. If π is contractive (isometric), then so is ρ : a 7→ ρ(a).

Proof. We use the notations as introduced before Proposition 2.3.2. For simplicity, we

assume that π = π (i.e. G = G) and that B is unital (if necessary, by adding a unit). Then

G0 = {0} and gα ∈ Gα. Observe that 〈x⊗π(b)gα, x′⊗π(b′)gα′〉 is 0, if α 6= α′. We conclude

that also E ⊗G decomposes into orthogonal subspaces Hα = span(E ⊗Gα). Clearly, Hα is

invariant for ρ so that

∥∥ρ(a)
∥∥ = sup

α∈A

∥∥ρ(a) ¹ Hα

∥∥ .

Observe that x⊗π(b)g−xb⊗ g ∈ NE⊗G and that, by right linearity of a, ρ respects this

relation. Since

Hα = span(E ⊗Gα) = span(E ⊗ π(B)gα) = E ⊗ gα + NE⊗Gα ,

we have

∥∥ρ(a) ¹ Hα

∥∥ = sup
x∈E, ‖x⊗gα‖≤1

‖ax⊗ gα‖

Let h = Lxgα ∈ H. Let Lx = v
√

π(〈x, x〉) be the polar decomposition in B(G,H) of Lx

according to Proposition 2.2.4. Set g =
√

π(〈x, x〉)gα ∈ Gα. Then ‖h‖ = ‖g‖ and h = vg.

By Proposition 2.2.3 v may be approximated by operators Ly where y is in the unit-ball of

E and, of course, g may be approximated by elements in Gα with norm not greater than

‖g‖. We find

∥∥ρ(a) ¹ Hα

∥∥ = sup
h=x⊗g, g∈Gα

‖x‖≤1, ‖g‖≤1

∥∥ρ(a)h
∥∥

so that

∥∥ρ(a)
∥∥ = sup

α∈A
h=x⊗g, g∈Gα

‖x‖≤1, ‖g‖≤1

∥∥ρ(a)h
∥∥ = sup

α∈A, g∈Gα

‖x‖≤1, ‖g‖≤1

‖ax⊗ g‖ ≤ sup
‖x‖≤1, ‖g‖≤1

‖ax⊗ g‖ = ‖a‖ .
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Now it is clear that we may divide out NE⊗G and obtain a contractive representation ρr

of Br(E) by operators on H. If π is isometric, then

‖a‖ = sup
‖x‖≤1

‖ax‖ = sup
‖x‖≤1

‖ρr(a)Lx‖ = sup
h=Lxg

‖x‖≤1, ‖g‖≤1

‖ρ(a)rh‖ ≤ ‖ρr(a)‖

shows that ρr (and, therefore, also ρ) is an isometry, too.

2.3.8 Remark. Notice that it was the cyclic decomposition which enabled us in the preced-

ing proof to reduce the supremum over linear combinations of tensors x⊗g to the supremum

over elementary tensors. Hence, also the following results, which are rather corollaries of

Lemma 2.3.7, may be considered as consequences of the cyclic decomposition.

Henceforth, we assume all representations of B to be contractions. Recall that this is

automatic, if B is a C∗–algebra.

2.3.9 Theorem. Let E1, E2, . . . be pre-Hilbert B–modules, and let π be a contractive rep-

resentation of B. Denote Hi = Ei ¯G. Then the there exist unique contractive mappings

ρr
ji : Br(Ei, Ej) −→ B(Hi, Hj),

fulfilling ρr
ji(a)x¯ g = ax¯ g. If π is isometric, then so are the ρr

ji.

The correspondence is functorial in the sense that ρr
kj(a)ρr

ji(a
′) = ρr

ki(aa′). Moreover, if

a is adjointable, then so is ρr
ji(a) and ρr

ji(a)∗ = ρr
ij(a

∗).

Proof. Construct the Stinespring representation of Ei ⊕ Ej (and Ei ⊕ Ej ⊕ Ek, respec-

tively) associated with π, and apply Lemma 2.3.7 to Br(Ei ⊕ Ej) (and Br(Ei ⊕ Ej ⊕ Ek),

respectively). Then restrict to the respective matrix entries of these matrix algebras.

2.3.10 Corollary. For any a ∈ Br(E1, E2) we have

〈ax, ax〉 ≤ ‖a‖2 〈x, x〉.

Proof. This follows by considering both x and a as elements of B(G ⊕ H1 ⊕ H2) via

Stinespring representation of E1 ⊕ E2 for some faithful representation π of B.

2.3.11 Theorem. Let E be a pre-Hilbert B–module and and π a representation of B on

a pre-Hilbert space G. Then the representation Π of M on G ⊕ H extends to a unique

representation

Πr =

(
π η′

η ρr

)

of Mr(E) on G⊕H.
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Proof. We have only to extend η∗. This follows as in the proof of Theorem 2.3.9 in the

case E1 = B and E2 = E, together with the observation that B ¯ G ⊂ G (= G, if π is

non-degenerate) via the isometry b¯ g 7→ π(b)g.

2.3.12 Observation. If π is total, then η′ is the unique mapping E ′ → Ba(H,G), (extend-

ing η∗) and fulfilling

π(Φx) = η′(Φ)Lx

for all Φ ∈ E ′ and x ∈ E. In particular,

(Φx)∗(Φx) ≤ ‖Φ‖2 〈x, x〉.

In other words, if a pre-Hilbert module is represented as a submodule of Ba(G,H), then E ′

may be identified as a subset of Ba(H, G). This observation is crucial in the next chapter,

when we show that von Neumann modules are self-dual.

• • •

Representations of Hilbert modules. So far, we showed how to extend a representation

π of the 11–corner B to a representation Π of M(E) or, more generally, of alg∗(B, E,A), if E

is a pre-Hilbert A–B–module. By duality, most of the results apply also to an extension of a

representation ρ of A. The question remains, what could be a representation η of E (defined

intrinsically, without reference to B or A), and how does it extend to a representation of

alg∗(B, E,A)? Without proofs we recall the results from Skeide [Ske00b].

A representation of a pre-Hilbert A–B–module E (if A is not specified, then we put

A = Ba(E)) from a pre-Hilbert space G to a pre-Hilbert space H is a linear mapping

η : E → Ba(G,H), fulfilling

η(xy∗z) = η(x)η(y)∗η(x).

It turns out that a representation η extends (as a representation on G⊕H) to the ideal in

M(E) generated by E. (We just send 〈x, y〉 to η(x)∗η(y) and xy∗ to η(x)η(y)∗, and show

that the linear extensions of these mappings are well-definded.) A result from [Ske00b]

asserts the representation extends further to alg∗(B, E,A), if and only if η is completely

bounded.

Complete boundedness is a notion in the theory of operator spaces and, in fact, Blecher

[Ble97] showed that Hilbert modules form a particularly well-behaved subclass of operator

spaces. Operator spaces are Banach spaces not characterized by a single norm, but by a

whole family of norms. We do not give more details. We only mention that both tensor
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products of Hilbert modules, which we discuss in Chapter 4, are closely related to operator

spaces. The tensor product (often, refered to as interior tensor product) is the Haagerup

tensor product of operator spaces, and the exterior tensor product of E with Mn provides

us with the characterizing family of norms, turning E into an operator space.



Chapter 3

Von Neumann modules and centered

modules

Von Neumann algebras are strongly closed ∗–subalgebras of the algebra B(G) of all bounded

operators on a Hilbert space G. In the preceding chapter we have learned that any pre-

Hilbert module can be represented as a submodule of the space B(G,H) of all bounded

operators between two Hilbert spaces G and H. It is natural to introduce von Neumann

modules as strongly closed submodules of B(G,H).

By Propositions 2.2.2 and 2.2.4, fundamental properties of von Neumann algebras, like

the Kaplanski density theorem or polar decompostion, turn directly over to von Neumann

modules. In von Neumann modules we have a substitute for orthonormal bases (Theorem

3.2.5) and von Neumann modules are self-dual (Theorem 3.2.11). The algebra of bounded

right module homomorphisms on a von Neumann module is itself a von Neumann algebra

(Proposition 3.1.3).

Particularly simple are von Neumann modules over B(G). In this case the module is

necessarily the whole space B(G,H); see Example 3.1.2. If we have, additionally, a (normal)

left action of B(G), then H can be written as G ⊗̄ H and the module is B(G,G ⊗̄ H) with

natural left action; see Example 3.3.4. This module is generated by all elements which

commute with B(G). This observation will help us to understand why for the study of CP-

semigroups on B(G) it sufficient to consider Arveson’s tensor product systems of Hilbert

spaces [Arv89a], instead of tensor product systems of B(G)–modules (Example 11.1.4). We

are lead to the notion of centered module. In Example 4.2.13 we see that centered modules

are particularly well-behaved under tensor product.

A W ∗–algebra is a C∗–algebra with a pre-dual Banach space; see Sakai [Sak71]. Like von

Neumann algebras, which may be considered as concrete W ∗–algebras, also von Neumann

modules may be considered as concrete W ∗–modules, in the sense that they have a pre-

47
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dual, and that any W ∗–module has a representation as von Neumann module. The abstract

approach is used already in the first paper by Paschke [Pas73] and exploited systematically,

for instance, in [Sch96]. The concrete operator approach from Skeide [Ske00b], as we use it

here, seems to be slightly more direct and elementary. It suits also better to see the relation

to existing works on dilation theory in Part III.

3.1 Basic properties

In this chapter B ⊂ B(G) is always a von Neumann algebra acting non-degenerately on

a Hilbert space G, unless stated otherwise explicitly. For a Hilbert module E over B we

use the notations of Section 2.3 with the exception that we denote by H the Hilbert space

E ¯̄ G. We always identify x ∈ E with Lx ∈ B(G,H) and we always identify a ∈ Br(E)

with the element in ρr(a) ∈ B(H).

3.1.1 Definition. A von Neumann B–module is a pre-Hilbert B–module E for which M(E)

is a matrix von Neumann algebra on G⊕H. The strong topology on E is the relative strong

topology of M(E).

3.1.2 Example. Let B = B(G). Then E is necessarily all of B(G,H). Indeed, B(G)

contains all rank-one operators. Since E is a right B–module, this implies that F(G,E¯G) ⊂
E which, clearly, is a strongly dense subset of B(G,H). Moreover, as Br(E) ⊂ B(H) and,

on the other hand, each a ∈ B(H) gives rise to an element in Ba(E), we conclude that

Br(E) = Ba(E) = B(H).

3.1.3 Proposition. E is a von Neumann module, if and only if E is strongly closed in

B(G,H). In particular, if E is strongly closed, then Ba(E) is a von Neumann algebra.

Proof. We need only to show one direction. So assume that E is strongly closed in

B(G,H). By Proposition 2.2.2 we see that closing M(E), actually, means closing Ba(E) in

B(H), because all other ‘matrix entries’ already are strongly closed. On the other hand, the

strong closure M(E)
s

of M(E) is a matrix ∗–algebra. Therefore, an element a in the von

Naumann algebra Ba(E)
s

on H acts as a right linear mapping on E, and a∗ is its adjoint.

We conclude that a ∈ Ba(E) and, henceforth, Ba(E) is strongly closed.

Notice that the strong topology is the locally convex Hausdorff topology on E which is

generated by the family x 7→
√
〈g, 〈x, x〉g〉 (g ∈ G) of seminorms. However, the knowledge

of this more intrinsic description does not help us to decide whether E is a von Neumann

module. For that it is necessary to identify the space in which E should be closed. Theorem

3.2.17 provides us with the intrinsic criterion of self-duality, a purely algebraic property.
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3.1.4 Example. Let H be a Hilbert space, and let B be a ∗–subalgebra of Mn acting

non-degenerately on Cn. Then the Stinespring representation of the pre-Hilbert B–module

HB = B⊗H (as in Example 1.5.10) is given by η(b⊗f) : v 7→ bv⊗f (v ∈ Cn). Clearly, η(HB)

is a strongly closed subset of B(Cn,Cn ⊗ H). Therefore, HB is a von Neumann B–module.

We easily see that generally a pre-Hilbert module over a finite-dimensional C∗–algebra is a

von Neumann module, if and only if it is a Hilbert module.

3.1.5 Proposition. The B–functionals are strongly continuous mappings E → B. For all

x ∈ E the mapping Ba(E) → E, a 7→ ax is strongly continuous. For all a ∈ Br(E) the

mapping E → E, x 7→ ax is strongly continuous.

Proof. All assertions follow from the fact that multiplication in B(G ⊕ H) is separately

strongly continuous.

3.1.6 Proposition. A bounded net
(
aα

)
α∈A

of elements in Br(E) converges srongly in

B(H), if and only if aαxg is a Cauchy net in H for all x ∈ E and g ∈ G, or equivalently,

if aαx is a strong Cauchy net in E for all x ∈ E.

Proof. For a bounded net it is sufficient to check strong convergence on the dense subset

span(EG) of H.

3.1.7 Theorem. Let E be a von Neumann B–module and a a self-adjoint element of Ba(E).

There exists a projection-valued function Eλ : R → Ba(E) fulfilling λ ≤ µ ⇒ Eλ ≤ Eµ,

Eλ+0 = Eλ (strongly), E−‖a‖−0 = 0, E‖a‖ = 1 and
∫

λ dEλ = a.

The integral is the norm limit of Riemann sums. Eλ is called the spectral resolution of identity

associated with a.

Proof. This is a direct translation of the corresponding statement for an operator in B(H);

see e.g. [RSN82]. We only have to recognize that Eλ is a strong limit of polynomials in a.

This guarantees that Eλ ∈ B(H) may be interpreted as an element of Ba(E).

3.1.8 Corollary. Let E be a von Neumann B–module and a a self-adjoint element of Ba(E)

with spectral resolution of identity Eλ. Let Ω: Ba(E) → B be a normal bounded mapping.

Then with the operator-valued measure µ(dλ) = Ω(Eλ+dλ − Eλ) the moments Ω(an) of a

may be be computed by

Ω(an) =

∫
λnµ(dλ).
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3.2 Quasi orthonormal systems and self-duality

3.2.1 Definition. A quasi orthonormal system is a family
(
eβ, pβ

)
β∈B

of pairs consisting of

an element eβ ∈ E and a projection pβ ∈ B such that

〈eβ, eβ′〉 = pβδββ′ .

We say the family is orthonormal, if pβ = 1 for all β ∈ B.

3.2.2 Proposition. Let
(
eβ, pβ

)
β∈B

be a quasi orthonormal system. Then the increasing

net

(∑

β∈B′
eβe∗β

)
B′⊂B,#B′<∞

of projections converges strongly to a projection pB in Ba(E). We call pB the projection

associated with
(
eβ, pβ

)
β∈B

.

Proof. Clear, since Ba(E) is a von Neumann algebra.

3.2.3 Definition. A quasi orthonormal system
(
eβ, pβ

)
β∈B

is called complete, if pB = 1.

3.2.4 Example. Notice that the cardinality of a complete quasi orthonormal system is

not unique. For instance, for the von Neumann module B we may choose (1,1) as well

as
(
pβ, pβ

)
β∈B

for an arbitrary decomposition of 1 into orthogonal projections pβ. This

example also shows that the number of coefficients with respect to a quasi orthonormal

system (for overcountable B) need not be countable.

As another example consider E = B(G,G) where G is an infinite-dimensional separable

Hilbert space. Because G ∼= Gn for all n ∈ N we find E ∼= En. Clearly,
(
1,1

)
is a complete

orthonormal system for E and
(
1i,1

)
i=1,... ,n

, where 1i denotes the 1 in the i–th component

E in En, is a complete orthonormal system for En. This shows that even the cardinality of

a complete orthonormal system is not unique. In particular, as E has complete orthonormal

systems of any order n ∈ N, it is, in general, not possible to guaranty that an orthonormal

system of En of order m < n can be extended to a complete orthonormal system of order n.

3.2.5 Theorem. Any von Neumann B–module E admits a complete quasi orthonormal

system.

Proof. An application of Zorn’s lemma tells us that the partially oredered set consisting

of all quasi orthonormal systems has a maximal element. Let
(
eβ, pβ

)
β∈B

be a maximal
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quasi orthonormal system. If
(
eβ, pβ

)
β∈B

is not complete, then E⊥
B = (1 − pB)E is non-

trivial. We choose x ∈ E⊥
B different from 0. Since pBeβ = eβ and (1 − pB)x = x, we have

〈x, eβ〉 = (〈eβ, x〉)∗ = 0 for all β ∈ B. By Proposition 2.2.4 x = v |x| where v ∈ E is a

partial isometry. Then also
(
eβ, pβ

)
β∈B

enlarged by (v, |v|) is a quasi orthonormal system.

This contradicts maximality of
(
eβ, pβ

)
β∈B

.

3.2.6 Corollary. Let
(
eβ, pβ

)
β∈B

be a complete quasi orthonormal system for E. Let x ∈ E.

Then bβ = 〈eβ, x〉 are unique elements in pβB such that

x =
∑

β∈B

eβbβ and
∑

β∈B

b∗βbβ =
∑

β∈B

b∗βpβbβ = 〈x, x〉.

Conversely, if bβ ∈ B and M > 0 such that

∑

β∈B′
b∗βpβbβ < M

for all finite subsets B′ of B, then

∑

β∈B

eβbβ

exists and is an element of E.

Proof. This is an immediate consequence of Proposition 3.1.5 and of the order complete-

ness of the von Neumann algebra B.

3.2.7 Corollary. The unit-ball of F(E) is strongly dense in the unit-ball of Ba(E).

3.2.8 Definition. Let
(
Eβ

)
β∈B

be a family of von Neumann modules over a von Neumann

algebra B ⊂ B(G) and denote E =
⊕
β∈B

Eβ. Then setting Hβ = Eβ ¯̄ G and H = E ¯̄ G, we

have H =
⊕
β∈B

Hβ in an obvious manner. By the von Neumann module direct sum E
s
=

⊕ s

β∈B

Eβ

we mean the strong closure of E in B(G,H).

Of course, by Proposition 3.1.5 the canonical projections E → Eβ extend to projections

pβ ∈ Ba(E
s
) onto Eβ and

∑
β∈B

pβ = 1 in the strong topology. By a proof very similar to

that of Corollary 3.2.6 we obtain a characterization of elements of E
s

by their components

in Eβ.

3.2.9 Proposition. Let x ∈ E
s
. Then xβ = pβx are unique elements in Eβ such that

x =
∑

β∈B

xβ and
∑

β∈B

〈xβ, xβ〉 = 〈x, x〉.



52 Chapter 3. Von Neumann modules and centered modules

Conversely, if xβ ∈ Eβ and M > 0 such that

∑

β∈B′
〈xβ, xβ〉 < M

for all finite subsets B′ of B, then

∑

β∈B

xβ

exists and is an element of E
s
.

3.2.10 Theorem. Let E be a von Neumann B–module with a complete quasi orthonormal

system
(
eβ, pβ

)
β∈B

. Denote by HB a Hilbert space with an orthonormal basis
(
e′β

)
β∈B

. For

h ∈ HB and b ∈ B identify b⊗ h with the mapping g 7→ bg ⊗ h in B(G,G⊗HB). Then E

is a complemented submodule of the strong closure of B ⊗HB.

Proof. E is the closure of the direct sum over all pβB. (Notice that this is the von

Neumann module direct sum and not the von Neumann algebra direct sum. The former is

a subset of B
(
G,

⊕
β∈B

G
)
, whereas the latter is a subset of B

( ⊕
β∈B

G,
⊕
β∈B

G
)
.) We consider

the right ideal pβB as a subset of B so that
⊕ s

β∈B

pβB is contained in
⊕ s

β∈B

B and
⊕ s

β∈B

(1−pβ)B
is its complement. We establish the claimed isomorphism by sending the β–th summand to

e′β ⊗ B.

3.2.11 Theorem. Any von Neumann B–module E is self-dual.

Proof. Recall from Corollary 2.3.12 that E ′ may be identified as a subspace of B(H,G)

containing E∗. The matrix element B21 of the von Neumann matrix subalgebra of B(G⊕H)

generated by E ′ is a von Neumann module (not necessarily over B) containing E ′∗ ⊃ E.

Clearly, a complete quasi orthonormal system
(
eβ, pβ

)
β∈B

for E is a quasi orthonormal

system also for B21. This implies

∑

β∈B

(Φeβ)(Φeβ)∗ < ∞

for all Φ ∈ E ′. In particular, if we set bβ = (Φeβ)∗, then xΦ =
∑
β∈B

eβbβ is an element of E.

Taking into account Proposition 3.1.5, we find

〈xΦ, x〉 =
(∑

β∈B

〈x, eβ〉bβ

)∗
=

∑

β∈B

Φeβ〈eβ, x〉 = Φx

for all x ∈ E. (The equation is to be understood weakly, because the ∗ is only weakly

continuous.) Henceforth, Φ = x∗Φ ∈ E∗.
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3.2.12 Corollary. A subset S of a von Neumann module E is strongly total, if and only if

〈s, x〉 = 0 for all s ∈ S implies x = 0.

Proof. The von Neumann submodule of E generated by S is self-dual and, therefore,

complementary, by Proposition 1.5.9. So either S is strongly total so that, of course, 〈s, x〉 =

0 for all s ∈ S implies x = 0 by (1.1.1c), or S is not strongly total from which we conclude

that there exists a non- zero element x in the complement of this submodule for which

〈s, x〉 = 0 for all s ∈ S.

Besides the general results on self-dual Hilbert modules like Propositions 1.4.7, 1.5.9,

the following Hahn-Banach type extensions are of some interest.

3.2.13 Proposition. Let B be a von Neumann algebra of operators on a Hilbert space

G. Let F be a strongly dense B–submodule of a von Neumann B–module E. Then any

B–functional Φ on F extends to a (unique) B–functional Φ̄ on E. Moreover, ‖Φ̄‖ = ‖Φ‖.

Proof. The closed subspace of H generated by FG is H. (Otherwise, F was not strongly

dense in E.) By Corollary 2.3.12 Φ may be identified with an element of B(H,G). Of

course, Φ acts stronlgy continuously on F (see proof of Proposition 3.1.5) so that also the

range of the strong extension Φ̄ of Φ to E is B. Clearly, ‖Φ̄‖ = ‖Φ‖.

3.2.14 Theorem. Any B–functional Φ on a B–submodule F of a von Neumann B–module

E may be extended norm preservingly and uniquely to a B–functional on E vanishing on

F⊥.

Proof. The strong closure F
s

of F is a von Neumann module, and by Proposition 3.2.13

Φ extends uniquely to a B–functional Φ̄ on F
s
. Since F

s
is self-dual, hence, complementary,

there exists a projection in Ba(E) onto F
s
. The B–functional Φ̄p has all the claimed

properties and is, of course, determined uniquely.

3.2.15 Corollary. Let E1, E2 be von Neumann B–modules and F a B–submodule of E1.

An arbitrary mapping a in Br(F,E2) extends uniquely to a mapping in Ba(E1, E2) having

the same norm and vanishing on F⊥.

We close with some results on the relation to W ∗–modules.

3.2.16 Proposition. A von Neumann module has a pre-dual.

Proof. Like for von Neumann algebras. The predual of Ba(G⊕H) is the space L1(G⊕H)

of trace class operators on G⊕H. The pre-dual of a strongly closed subspace E is the Banach



54 Chapter 3. Von Neumann modules and centered modules

space L1(G ⊕ H)/N where N is the Banach subspace
{
f ∈ L1(G ⊕ H) : f(E) = {0}} of

L1(G⊕H).

3.2.17 Theorem. Let E be a pre-Hilbert module over a W ∗–algebra B. For any normal

representation π of B on G denote by ηπ the Stinespring representation associated with π.

Then the following conditions are equivalent.

1. ηπ(E) is a von Neumann π(B)–module for some faithful normal representation π of

B.

2. ηπ(E) is a von Neumann π(B)–module for every faithful normal representation π of

B.

3. E is self-dual.

Proof. Clearly, 2 ⇒ 1.

1 ⇒ 3. Suppose ηπ(E) is a von Neumann π(B)–module and, therefore, self-dual. Let Φ

be a B–functional on E. Then ϕ = π ◦ Φ ◦ η−1
π is a π(B)–functional on ηπ(E). Since ηπ(E)

is self-dual, we find a unique x ∈ E, such that ϕ = η∗π(x∗). Clearly, Φ = π−1 ◦ ϕ ◦ ηπ = x∗

so that also E is self-dual.

3 ⇒ 2. We conclude indirectly. If ηπ(E) is not a von Neumann π(B)–module, then it

is not strongly closed. Therefore, there exists an element ϕ∗ in the strong closure of ηπ(E)

which is not an element of ηπ(E). Clearly, ϕ = (ϕ∗)∗ is an element of ηπ(E)′ which gives

rise to a B–functional Φ = π−1 ◦ϕ ◦ ηπ on E. If Φ is in E∗, then ϕ = π ◦Φ ◦ η−1
π is in ηπ(E)∗

which contradicts our assumption. Consequently, E is not self-dual.

3.2.18 Corollary. Let E be Hilbert module over a W ∗–algebra B. Then E ′ is a self-dual

Hilbert B–module.

The W ∗–version of Theorem 3.2.5, Proposition 3.2.16, and Corollary 3.2.18 are already

due to Paschke [Pas73]. We remark, however, that Paschke proceeds somehow conversely.

First, he shows that E ′ is a self-dual Hilbert B–module, and then that it has a complete

quasi orthonormal system.

3.3 Two-sided von Neumann modules

If E is a von Neumann B–module with a left action of a ∗–algebra A, then we know from

Proposition 3.1.5 that the action of any operator a ∈ A on E is strongly continuous. In

particular, there is no problem to extend the action of a from a strongly dense subset of E
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to all of E; cf. Proposition 3.2.13. This does, however, tell us nothing about compatibility

with an existing topology on A.

If A is a von Neumann algebra, then we are interested in whether the inner products

〈x, ax′〉 are compatible with the normal topologies ofA and B. Choosing the normal topology

instead of the strong topology, has the advantage that, in contrast with the latter, in the

former continuity can be checked on bounded subsets. This suits much better to preserve

normality in constructions like tensor product. See Appendix A.9 for basics about normal

mappings.

3.3.1 Definition. Let A,B be von Neumann algebras, and let E be both a von Neumann

B–module and a pre-Hilbert A–B–module. We say E is a von Neumann A–B–module (or a

two-sided von Neumann module), if for all x ∈ E

a 7−→ 〈x, ax〉 (3.3.1)

is a normal mapping A → B.

3.3.2 Lemma. Let B be a von Neumann algebra on a Hilbert space G, let E be a von Neu-

mann B–module, and let A be a von Neumann algebra with a non-degenerate representation

on E. Then the following conditions are equivalent.

1. E is a von Neumann A–B–module.

2. All mappings a 7→ 〈x, ay〉 are σ–weakly continuous.

3. The canonical represenration ρ of A on H = E ¯̄ G is normal.

Proof. 1 ⇒ 2. Each mapping a 7→ 〈x, ay〉 can be written as a linear combination of not

more than four mappings of the form (3.3.1), which are normal by the assumption in 1, and

each σ–weak functional on B (i.e. each element in the pre-dual B∗ of B) can be written as a

linear combination of not more than four normal states. Therefore, a 7→ 〈x, ay〉 is σ–weakly

continuous.

2 ⇒ 3. For each h ∈ E ¯ G the positive functional a 7→ 〈h, ρ(a)h〉 is σ–weak by the

assumption in 2 and, therefore, normal (see Appendix A.9). It follows that also ρ is normal.

3 ⇒ 1. Each functional a 7→ 〈h, ρ(a)h〉 is normal by the assumption in 3. In particular,

the functionals a 7→ ϕg(〈x, ax〉) where ϕg ranges over normal functionals b 7→ 〈g, bg〉 on B
are normal. It follows (by Appendix A.9) that the mapping (3.3.1) is normal.

3.3.3 Corollary. Let E be a von Neumann A–B–module, and let π be an arbitrary (not

necessarily faithful) normal representation of B on a Hilbert space G. Then the canonical

representation ρ of A on E ¯̄ G is normal.
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Proof. Precisely as 2 ⇒ 3 in the preceding proof.

In the remainder of these notes we construct a couple of two-sided Hilbert modules. The

preceding properties contain everything related to the normal or σ–weak topology which we

need to know, in order to show that these constructions extend to von Neumann modules

in a normality preserving way.

3.3.4 Example. We know from Example 3.1.2 that von Neumann B(G)–modules are neces-

sarily of the form B(G, H). Now suppose that E is a two-sided von Neumann B(G)–module,

i.e. H carries a normal non-degenerate representation ρ of B(G). Therefore, there exists

another Hilbert space H such that ρ is unitarily equivalent to the representation id⊗1 on

G⊗̄H. In other words, E is isomorphic as a two-sided von Neumann module to B(G,G⊗̄H)

equipped with its natural structure.

Clearly, B(G,G ⊗̄ H) is the strong closure of its two-sided B(G)–submodule B(G) ⊗
H, where an element b ⊗ h ∈ B(G) ⊗ H is identified with the mapping g 7→ bg ⊗ h in

B(G,G ⊗̄ H). This module is generated by its subset 1 ⊗ H. More precisely, if
(
eβ

)
β∈B

is

an orthonormal basis for H, then
(
1 ⊗ eβ,1

)
β∈B

is a complete (quasi) orthonormal system

for E and, therefore, generating.

Of course, all x ∈ 1 ⊗ H commute with all elements b ∈ B(G), i.e. bx = xb. But also

the converse is true. To see this, we follow an observation by Arveson. In accordance with

Definition 3.4.1, we denote by CB(G)(E) the set of all elements in E which commute with

all b ∈ B(G). Let x, y be two elements in CB(G)(E). Then their inner product 〈x, y〉 is an

element of the commutant of B(G) in B(G) (cf. Proposition 3.4.2) and, therefore, a scalar

multiple c(x, y)1 of the identity. Let x ∈ CB(G)(E). Then

x =
∑

β∈B

(1⊗ eβ)〈1⊗ eβ, x〉 =
∑

β∈B

(1⊗ eβ)c(1⊗ eβ, x) = 1⊗
∑

β∈B

eβc(1⊗ eβ, x)

is an element of 1⊗H. It follows that CB(G)(E) with inner product c(•, •) is a Hilbert space

and that H and CB(G)(E) are canonically isomorphic via h 7→ 1⊗ h.

The fact that E is (even freely) generated by its Hilbert subspace CB(G)(E) together

with the following result is responsible for the possibilty to study CP-semigroups on B(G)

with the help of tensor product systems of Hilbert spaces (the centers of the GNS-modules

of each member of the semigroup; see Example 4.2.13). It also explains why a calculus on

a symmetric or full Fock space tensorized with an initial space G is successful in dilation

theory of such semigroups; cf. the discussion in Section 17.1. For instance, G ⊗̄Γ(L2(R+)) is

nothing but the space H of the Stinespring representation for the symmetric Fock module

B(G) ⊗̄ Γ(L2(R+))
s
.
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3.3.5 Proposition. Let Ei = B(G,G ⊗̄Hi) (i = 1, 2) be arbitrary two-sided von Neumann

B(G)–modules. Then the mapping

a 7−→ a ¹ H1

is a linear isometric bijection from Ba,bil(E1, E2) to B(H1,H2). The mapping is functorial

and respects adjoints, isometry and, hence, unitarity. For E1 = E2 this mapping is an

isomomorphism of von Neumann algebras.

Proof. If a is two-sided, then it sends elements in CB(G)(E1) to elements in CB(G)(E2).

Therefore, the restriction to H1 = CB(G)(E1), indeed, defines a mapping in B(H1, H2).

Conversely, an operator on B(H1, H2) extends via ampliation to an operator in B(G ⊗̄ H1,

G ⊗̄ H2) = Ba(E1, E2) which, clearly, is two-sided. Of course, these indentifications are

inverses of each other. The remaining statements are obvious.

3.3.6 Remark. Interpreted in terms of Ba(E) = B(G ⊗̄ H), the preceding proposition is

nothing but the well-known result that the commutant of B(G)⊗1 in B(G⊗̄H) is 1⊗B(H).

Of course, B(G ⊗̄ H) = B(G) ⊗̄s B(H). (B(G) ⊗ B(H) contains the strongly dense subset

F(G⊗H).) In other words, B(G ⊗̄H) = spans
(
B(G)Ba,bil(E)

)
. Nothing like this is true for

two-sided von Neumann B–modules over more general von Neumann algebras B ⊂ B(G).

3.4 Centered Hilbert modules

Motivated by Example 3.3.4, which shows that two-sided von Neumann B(G)–modules are

generated by those elements which commute with B(G), we use this property to define

centered modules. Centered modules were introduced in [Ske98a], because they behave

particularly well with respect to tensor products; see Proposition 4.2.15. Centered von

Neumann modules admit centered complete quasi orthonormal systems and normality of

left multiplication is automatic.

3.4.1 Definition. The B–center of a B–B–module E is the linear subspace

CB(E) =
{
x ∈ E : xb = bx (b ∈ B)

}
.

of E. In particular, CB(B) is the center of B.

3.4.2 Proposition. Let E be a pre-Hilbert B–B–module. Then

〈
CB(E), CB(E)

〉 ⊂ CB(B).
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Proof. Let x, y ∈ CB(E) and b ∈ B. Then 〈x, y〉b = 〈x, yb〉 = 〈x, by〉 = 〈b∗x, y〉 =

〈xb∗, y〉 = b〈x, y〉.

3.4.3 Corollary. If E is a Hilbert module and a von Neumann module, respectively, then

CB(E) is a Hilbert CB(B)–module and a von Neumann CB(B)–module, respectively.

3.4.4 Corollary. Each element in the B–linear span of CB(E) commutes with each element

in CB(B).

3.4.5 Definition. We say a pre-Hilbert B–B–module E is a centered pre-Hilbert B–mod-

ule, Hilbert B–module and von Neumann B–module E, if E is generated by CB(E) as a

pre-Hilbert B–module, a Hilbert B–module and a von Neumann B–module, respectively.

3.4.6 Example. Generalizing Example 3.3.4, HB = B⊗H (for some pre-Hilbert space H; cf.

also Example 1.5.10) with its obvious left multiplication is a centered pre-Hilbert B–module

(again with module basis
(
1⊗ eβ

)
β∈B

). Clearly, if B ⊂ Ba(G) acts non-degenerately on the

pre-Hilbert space G, then HB ¯ G = G ⊗ H. The centered structure is one of the reasons,

why we put B (and G, respectively) as left factor in the tensor product. (If we put this

factor on the right, then the left action has first to “commute” with elements in the factor

H. Centeredness means that this commutation is possible in a controllable way.) That our

choice of the order is the correct one becomes explicit in Example 4.2.13.

3.4.7 Proposition. Let j be a B–B–linear mapping on a B–B–module E. Then the B–cen-

ter of E is mapped to the B–center of the range of j. Consequently, if E is generated by its

B–center, then so is the range of j.

Proof. Obvious.

3.4.8 Corollary. Let
(
eβ, pβ

)
β∈B

be a quasi orthonormal system in a centered von Neumann

B–module E. Furthermore, suppose that all eβ are in CB(E) (whence, pβ ∈ CB(B)). Then

both the range of pB and its complement are centered von Neumann B–modules.

Proof. pB =
∑
β∈B

eβe∗β and, consequently, 1− pB are B–B–linear mappings.

3.4.9 Theorem. Let E be a centered von Neumann B–module. Then E admits a com-

plete quasi orthonormal system
(
eβ, pβ

)
β∈B

consisting of elements eβ ∈ CB(E) and central

projections pβ.
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Proof. Suppose
(
eβ, pβ

)
β∈B

is not complete. By Corollary 3.4.8 we may choose a non-zero

x in CB(E) which is orthogonal to all eβ. Then |x| is in the center of B. Let v |x| be the polar

decomposition of x. Then also v is in CB(E). (Indeed, let |x| g be an element in the range

of |x| and b ∈ B. Then vb |x| g = v |x| bg = bv |x| g. If g ∈ (|x|G)⊥, then g = (1− |v|)g, so

that vbg = vb(1 − |v|)g = v(1 − |v|)bg = 0 = bvg. We conclude that vb = bv.) The pair

(v, |v|) extends
(
eβ, pβ

)
β∈B

to a bigger quasi orthonormal system so that we are ready for

an application of Zorn’s lemma.

3.4.10 Theorem. Let E be a centered von Neumann B–module. Then E may be identified

as a complemented von Neumann B–submodule of the strong completion of B ⊗ H where H

is a suitable Hilbert space in such a way that left multiplication is preserved.

Proof. We choose a complete orthonormal system for E which consists of elements of

CB(E) and perform the construction according to Theorem 3.2.10. On the B–center left

multiplication, clearly, is preserved. By Proposition 3.1.5 left multiplication is strongly con-

tinuous on E so that any extension is determined uniquely by its values on the B–center.

3.4.11 Corollary. E is the strong closure of the pre-Hilbert B–B–module direct sum of

ideals pβB of B.

3.4.12 Remark. Any (pre-)Hilbert B–module E may be considered as a submodule of a

von Neumann module. (For instance, we may embed E into the strong completion of any

faithful representation of M(E)). Similarly, if E is a centered (pre-)Hilbert B–module, then

E may be considered as a B–B–submodule of a suitable completion of B ⊗H for a suitable

Hilbert space H.

3.4.13 Theorem. Any centered von Neumann module is a two-sided von Neumann module.

Proof. E may be identified as a subset of B(G,G ⊗̄ H) where b acts from the left as an

operator on G ⊗ H. This is nothing but the normal ∗–representation 1 ⊗ id on G ⊗ H.

Therefore, also the compression of 1⊗ id to ρ on E ¯̄ G is normal.
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Chapter 4

GNS-construction and tensor

products

One central object in these notes are two-sided Hilbert modules, the other completely pos-

itive mappings. In Section 4.1 the two are linked together with the help of Paschke’s GNS-

construction for completely positive mappings [Pas73]. For a single completely positive

mapping there is also the well-known Stinespring construction. We recover the Stinespring

construction by doing the Stinespring representation (see Definition 2.3.3) for the GNS-

module. Although the GNS-construction is certainly more elegant and algebraically more

satisfactory, for a single mapping there is not much what cannot be achieved also with the

help of the Stinespring construction.

The situation changes completely, if we consider compositions of two completely positive

mappings T and S to a third one S ◦T . In Section 4.2 we recover the GNS-module of S ◦T

just as (a submodule of) the tensor product of the GNS-modules of T and S. Starting with

the Stinespring construction for T and S, a similar procedure is impossible. We consider this

as the key observation which is responsible for the elegant power of the module approach

to dilation theory in Part III, where we try to realize the GNS-modules of a whole CP-

semigroup simultaneously. This leads directly to tensor product systems of Hilbert modules.

In Section 4.3 we consider the other tensor product of Hilbert modules, the so-called

exterior tensor product. As example we study the L2–spaces of “functions” with values in a

Hilbert module.

Conditional expectations are special completely positive mappings. In Section 4.4 we

study their GNS-modules and present examples of how they typically appear in the remain-

der of these notes.

61
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4.1 GNS-construction

4.1.1 Definition. Let A and B be pre–C∗–algebras. We call a linear mapping T : A → B
completely positive, if

∑
i,j

b∗i T (a∗i aj)bj ≥ 0 (4.1.1)

for all choices of finitely many ai ∈ A, bi ∈ B. We assume always that T is bounded.

Because T is bounded, it extends to a completely postive mapping A → B. Therefore,

we may write any positive element in A as a∗a for suitable a ∈ A, so that complete positivity

implies positivity. If A is a C∗–algebra, then positivity in turn implies boundedness. (This

follows by the following standard argument taken from [Lan95]. Consider the series c =
∞∑

n=1

an

n2 , where an are positive elements of A fulfilling ‖an‖ = 1 and ‖T (an)‖ > n3. If such

an existed, we had ‖T (c)‖ >
∥∥T

(
an

n2

)∥∥ > n →∞, so that c ∈ A could not be in the domain

of T . We conclude that T must be bounded on positive elements, hence, on all elements of

the unit-ball of A.)

4.1.2 Example. The axioms of a pre-Hilbert A–B–module E are modelled such that the

mapping T , defined by setting

T (a) = 〈ξ, aξ〉 (4.1.2)

for some element ξ in E, is completely positive (and bounded, if E is contractive).

This example is reversed by the following GNS-construction due to Paschke [Pas73].

4.1.3 Theorem. Let T : A → B be a completely positive mapping between unital pre–

C∗–algebras A and B. Then there exists a contractive pre-Hilbert A–B–module E with

a cyclic vector ξ ∈ E (i.e. E = span(AξB)) such that T has the form (4.1.2). Conversely,

if E ′ is another pre-Hilbert A–B–module with cyclic vector ξ′ such that (4.1.2) generates T ,

then ξ 7→ ξ′ extends as a two-sided isomorphism E → E ′.

Proof. A⊗B is an A–B–module in an obvious fashion. We define a sesquilinear mapping

by setting

〈a⊗ b, a′ ⊗ b′〉 = b∗T (a∗a′)b′.

Clearly, this mapping is a semi-inner product which turns A ⊗ B into a semi-Hilbert

A–B–module. Since T is bounded, the whole construction extends to the completion A, so

that E must be contractive. We set E = A ⊗ B/NA⊗B and ξ = 1 ⊗ 1 + NA⊗B. Then the

pair (E, ξ) has the desired properties. The statement on uniqueness is obvious.
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4.1.4 Observation. The preceding construction works also for unbounded T . However, in

this case E is no longer contractive.

4.1.5 Corollary. We have

1. T is hermitian (i.e. T (a∗) = T (a)∗).

2. ‖T‖ = ‖T (1)‖.

3. T (a∗b)T (b∗a) ≤ ‖T (b∗b)‖T (a∗a).

4. T (a∗)T (a) ≤ ‖T‖T (a∗a).

4.1.6 Corollary. For a mapping T ∈ B(A,B) the following conditions are equivalent.

1. T is completely positive.

2. The mapping T (n) : Mn(A) → Mn(B), defined by setting

T (n)(A)ij = T (aij)

for A =
(
aij

) ∈ Mn(A), is positive for all n ∈ N.

3. T (n) is comletely positive for all n ∈ N.

Proof. Clearly, 3 ⇒ 2 ⇒ 1, and 1 ⇒ 3 follows directly from Examples 1.7.7 and 4.1.2.

4.1.7 Definition. We refer to the pair (E, ξ) as the GNS-construction for T with cyclic

vector ξ and GNS-module E .

4.1.8 Observation. ξ is a unit vector (i.e. 〈ξ, ξ〉 = 1), if and only if T is unital.

4.1.9 Remark. Suppose B is a pre–C∗–algebra of operators on some pre-Hilbert space G

and consider the Stinespring representations (H, η, ρ) of E and A. Then Theorem 4.1.3,

interpreted in terms of G, H and operators between these two spaces, asserts that there

exists a pre-Hilbert space H = E ¯ G, a representation ρ of A on H and a mapping

Lξ = η(ξ) ∈ Ba(G, H) such that

T (a) = L∗ξρ(a)Lξ

and H = span(ρ(A)LξG). If T is unital, then Lξ is an isometry.

This is the usual Stinespring construction. In other words, we have decomposed the

Stinespring construction into the GNS-construction, which does not depend on a represen-

tation of B, and the Stinespring representation of the GNS-module, which does depend on

a representation of B.
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4.1.10 Example. What are the completely positive mappings that have as GNS-module

one of the modules Bϑ for some unital endomorphism ϑ on B as considered in Example 1.6.7?

For that the cyclic vector ξ must be an element in B such that ϑ(b)ξb′ spans all of B. This

is the case independently of ϑ, if the right ideal in B generated by ξ is all of B, for instance,

if ξ is invertible. In particular, if ξ = 1, then we establish (Bϑ,1) as the GNS-construction

for ϑ. In general, the GNS-module of a completely positive mapping T (b) = ξ∗bξ for some

ξ ∈ B is contained in B. And if we pass to T ◦ ϑ, then the GNS-module is contained in Bϑ.

We will see in the remainder of these notes, particularly in the following section, that

the GNS-construction is superior concerning algebraic questions due to its behaviour under

composition. Whereas, the Stinespring construction has advantages, whenever we need

the strong topology, like in Chapter 3 or in the following theorem where we investigate

unitizations of completely positive mappings.

4.1.11 Theorem. Let T : A → B be a completely positive contraction.

1. T is completely positive also as a mapping A → M(B) or, more generally, as mapping

into any pre–C∗–algebra which contains the ∗–subalgebra of B generated by T (A) as

an ideal.

2. If B is unital, then the unital extension of T to a mapping Ã → B is a completely

positive contraction, too.

3. The unital extension T̃ of T to a mapping Ã → B̃ is a completely positive contraction.

4. Suppose that T is strictly continuous and that B is a unital C∗–algebra. Then there

exists b1 ∈ B such that lim
λ

T (uλ) = b1 for each approximate unit
(
uλ

)
λ∈Λ

for A, and

the extension of T to a mapping Ã → B by 1̃ 7→ b1 is a completely positive contraction.

Proof. 1. If B′ is a pre–C∗–algebra containing alg∗(T (A)) as an ideal, then B′ has a

homomorphic image in M(B). Therefore, it is enough to show only the satement for B′ =

M(B). Choose an approximate unit
(
vµ

)
µ∈M

for B and replace in (4.1.1) all bi ∈ M(B) by

bivµ ∈ B (and, of course b∗i by vµb
∗
i ). Then (4.1.1) is the (strict) limit over µ of positive

elements and, therefore, also positive.

2. Let
(
uλ

)
λ∈Λ

be an approximate unit for A. Furthermore, assume that B is represented

as an algebra of operators on a pre-Hilbert space G. Consider the net ξλ = uλ ⊗ 1 ∈ E ⊂
B(G,H = E ¯̄ G), where E = A⊗B/NA⊗B is the same module as in the GNS-construction,

of course, without a cyclic vector, if A is non-unital. Choose g ∈ G and define the bounded

positive functional ϕ(a) = 〈g, T (a)g〉 on A. We find

‖(ξλ − ξλ′)g‖ = ϕ
(
(uλ − uλ′)

2
)
,
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which is close to 0 for λ, λ′ sufficiently big, if uλ approximates the standard approximate unit

for A as explained in Appendix A.7. Of course, the net
(
ξλ

)
is bounded by ‖T‖. Therefore,

ξλ converges strongly to an element ξ ∈ B(G, H) and 〈ξ, ξ〉 ∈ Bs
. From ρ(uλ)ξ = ξλ

we conclude that T (uλauλ) → T (a) weakly for all a ∈ A and T (uλuλ) → 〈ξ, ξ〉, which

shows that a 7→ T (a), 1̃ 7→ 〈ξ, ξ〉 is a completely positive mapping Ã → Bs
. Now set

ξ̂ =
√

1− 〈ξ, ξ〉 ∈ Bs
and let Ê be the pre-Hilbert Ã–Bs

–module ξ̂ Bs ⊂ Bs
with left

multiplication defined by aξ̂ = 0 for a ∈ A and 1̃ξ̂ = ξ̂ as in Example 1.6.5. Then ξ̃ = ξ⊕ ξ̂

is a unit vector in Ẽ = E ⊕ Ê and the unital extension of T can be written in the form

a 7→ 〈ξ̃, aξ̃〉 (a ∈ Ã) and, therefore, is a completely positive contraction.

3. By 1 a 7→ T (a) is completely positive also as mapping into B̃ so that we may apply 2

to that mapping.

4. Since B is unital, the strict topology of B coincides with the norm topology. Therefore,

T sends strict Cauchy nets in A to norm convergent nets in B (here we need completeness of

B). In particular, b1 ∈ B exists for each approximate unit and, of course, does not depend on

the particular choice. If follows that the mappings Tλ defined by setting Tλ(a) = T (uλauλ)

converge pointwise in norm for any a ∈ Ã. The limit mapping is completely positive as

limit of completely positive mappings, its restriction to A is T , and its value at 1̃ is b1.

4.1.12 Remark. The proof of 2 shows that the GNS-construction works also for non-

unital algebras in the sense that we find a two-sided pre-Hilbert module E and a cyclic

vector ξ ∈ E
s

such that T (a) = 〈ξ, aξ〉 and E = span(AξB) ⊂ E
s
. Alternatively, we find

pre-Hilbert B–module Ẽ with unit vector ξ̃ and a representation j of A (degenerate, if ξ is

not a unit vector) such that T (a) = 〈ξ̃, j(a)ξ̃〉 and Ẽ = span(j(A)ξ̃B∪ ξ̃B). The situation is

improved in 4 where ξ ∈ E (not in the closure). Also here span(AξB) may not contain all of

ξB. In any case, in 4 the canonical representation of A on E is total so that E = span(AξB).

It is also important to notice that in 2 we temporarily considered strong closures in

order to assure existence of some strong limits. However, after the construction everything

reduces again to the pre–C∗–algebras with which we started. This enabled us to formulate

the statement in 2 purely algebraic without any reference to a representation space.

Of course, the results can be applied also to a completely positive mapping T which is

not necessarily contractive, by considering the contraction T/ ‖T‖ rather than T itself.

4.1.13 Proposition. Let T : A → B be a normal completely positive mapping between von

Neumann algebras A and B. Then the strong closure E
s

of the GNS-module E is a von

Neumann A–B–module.

Proof. Let B act on a Hilbert space G and set H = E ¯̄ G. By Lemma 3.3.2 it is sufficient

to show that the representation ρ of A on H is normal. So let
(
aλ

)
be a bounded increasing
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net in A. This net converges strongly to some a ∈ A. Then for each b ∈ A also the net(
b∗aλb

)
is bounded and increasing, and it converges strongly to b∗ab, because multiplication

in A is separately strongly continuous. Since T is normal, we have lim
λ

T (b∗aλb) = T (b∗ab)

strongly. Let g ∈ G be a unit vector and define the normal state 〈g, •g〉 on B. Then for

f = (b⊗ 1 + NA⊗B)¯ g ∈ E ¯G we have

lim
λ
〈f, ρ(aλ)f〉 = lim

λ
〈g, T (b∗aλb)g〉 = 〈g, T (b∗ab)g〉) = 〈f, ρ(a)f〉 (4.1.3)

where f ranges over all vectors of the form x¯ g which form a total subset, if b and g range

over A and G, respectively. Therefore, as explained in Appendix A.9, lim
λ

ρ(aλ) = ρ(a) in

the strong topology.

4.1.14 Remark. This proposition asserts as a special application that the Stinespring con-

struction of a normal completely positive mapping results in a normal representation. Of

course, the separation of the Stinespring construction into the construction of the GNS-

module E
s

and the Stinespring representation in the sense of Definition 2.3.6 leads to much

more general statements in connection with Theorem 3.2.17 and Corollary 3.3.3.

4.1.15 Example. Let T be a normal completely positive mapping on B(G). By Example

3.3.4 we know that the (von Neumann) GNS-module E has the form B(G,G ⊗̄ H) for H

being the central Hilbert space. Expanding the cyclic vector ξ =
∑
β∈B

bβ ⊗ eβ for some ONB
(
eβ

)
β∈B

of H, we see that T (b) =
∑
β∈B

b∗βbbβ (strong convergence). T is unital, if and only if
∑
β∈B

b∗βbβ = 1.

4.2 Tensor product

Let B and C be pre–C∗–algebras. Furthermore, let E be a pre-Hilbert B–module, and let

F be a contractive pre-Hilbert B–C–module. There are, at least, two different ways to see

that the sesquilinear mapping, defined by setting

〈x⊗ y, x′ ⊗ y′〉 =
〈
y, 〈x, x′〉y′〉, (4.2.1)

is a semiinner product on the right C–module E ⊗ F . Of course, the only property in

question is positivity.

Firstly, we know from Example 1.7.6 that for X = (x1, . . . , xn) ∈ En the matrix B =

〈X,X〉 =
(〈xi, xj〉

)
is positive in Mn(B) and, therefore, has a square root

√
B in Mn(B).

Thus, for Y = (y1, . . . , yn) ∈ F n ⊂ F
n

we see that
∑
ij

〈xi⊗ yi, xj ⊗ yj〉 = 〈√BY,
√

BY 〉 ≥ 0.
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Secondly, we take any faithful representation π of C on a pre-Hilbert space K and

construct the Stinespring representation (G = F ¯ K, η, ρ). In other words, we identify

elements y ∈ F with mappings Ly ∈ Ba(K, G) and B acts on Ly via the representation

ρ of B on G. Then we construct the Stinespring representation of E associated with the

representation ρ. We find

π
(〈x⊗ y, x′ ⊗ y′〉) = L∗yL

∗
xLx′Ly′ , (4.2.2)

from which positivity is immediate.

The first argument is comparably elegant, but requires C∗–algebraic methods. In this

form it is limited to contractive modules, because it is necessary to extend the action of

B to all elements of B. (It is possible to apply the argument also to the non-contractive

case, roughly speaking, by (semi-)norming B with the operator norm by considering it

as an algebra of operators on F . Then, of course, F becomes contractive.) The second

argument is based on elementary Hilbert space arguments like cyclic decomposition. It

applies immediately to the non-contractive case.

4.2.1 Definition. The tensor product of E and F is the pre-Hilbert C–module E ¯ F =

E ⊗ F/NE⊗F . For unital B, we identify always E ¯ B and E (via x ¯ b = xb), and we

identify always B ¯ F and F (via b¯ y = by).

Often, this tensor product is refered to as the interior tensor product in contrast with

the exterior tensor product; see Section 4.3.

Observe that E ¯̄ B = E, also if B is nonunital (and similarly for F ). This follows by

using an approximate unit.

4.2.2 Observation. Since B does not appear explicitly in the inner product (4.2.1), the

tensor product is independent of the precise “size” of B. More precisely, if B′ is another

pre–C∗–algebra containing BE as an ideal, and acting on F via a representation such that

the action of the elements of BE is the same, then E¯F is still the same pre-Hilbert module.

4.2.3 Example. We already met the tensor product E ¯ G of a pre-Hilbert B–module E

with a pre-Hilbert space G carrying a (non-degenerate) representation of B. Clearly, G is

a pre-Hilbert B–C–module and in this interpretation the pre-Hilbert space (i.e. pre-Hilbert

C–module) E ¯G, indeed, coincides with the pre-Hilbert module tensor product of E and

G.

4.2.4 Example. Let E be a pre-Hilbert B–module, and let j : B → C be a (contractive)

unital homomorphism. Then C is a (contractive) pre-Hilbert B–C–module with its natural
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pre-Hilbert C–module structure (see Example 1.1.5) and the left multiplication b.c = j(b)c.

(Obviously, C is nothing but the GNS-module of the completely positive mapping j, and 1C
the cyclic vector.) Then E¯C is called the extension of E by C. Notice that E¯ j(B) is just

the quotient of the semi-Hilbert j(B)–module E with semiinner product 〈x, x′〉j = j(〈x, x′〉)
and right multiplication x.j(b) = xb, by its length-zero elements.

4.2.5 Proposition. Let E1, E2 be pre-Hilbert B–modules, let F be a pre-Hilbert B–C–mod-

ule, and let a ∈ Ba(E1, E2). Then

a¯ id : x¯ y 7−→ ax¯ y

defines an operator on E1 ¯ F → E2 ¯ F with adjoint a∗ ¯ id. If F is contractive, then

‖a¯ id‖ ≤ ‖a‖ .

Proof. One easily checks that a∗ ¯ id is, indeed, an adjoint of a ¯ id. Therefore, by

Corollary 1.4.3 a ¯ id is a well defined element of La(E1, E2). If F is contractive, then we

may complete. Therefore, the norm of the element a∗a¯ id cannot be bigger than the norm

of a∗a in the C∗–algebra Ba(E1).

4.2.6 Corollary. Let x ∈ E ⊂ Ba(B, E). Then x ¯ id : y 7→ x ¯ y is a mapping F =

B̃¯F → E¯F , and x∗¯ id : x′¯y 7→ 〈x, x′〉y is its adjoint. If x is a unit vector, then x¯ id

is an isometry. In particular, (x∗¯id)(x¯id) = x∗x¯id = idF and (x¯id)(x∗¯id) = xx∗¯id

is a projection onto the range of x¯ id. If F is contractive, then ‖x¯ id‖ ≤ ‖x‖.

4.2.7 Corollary. Let E be a contractive pre-Hilbert A–B–module, and let F be a contractive

pre-Hilbert B–C–module. Then E ¯ F is a contractive pre-Hilbert A–C–module.

Proof. The mapping A → Ba(E) → Ba(E ¯ F ) is a composition of contractive map-

pings.

We come to the most important application of the tensor product in these notes.

4.2.8 Example. Let T : A → B and S : B → C be completely positive contractions with

GNS-modules E and F and with cyclic vectors ξ and ζ, respectively. (For simplicity, suppose

that all algebras are unital.) Then we have S◦T (a) = 〈ξ¯ζ, aξ¯ζ〉 so that S◦T is completely

positive by Example 4.1.2. Let G be the GNS-module of the composition S ◦ T with cyclic

vector χ. Then the mapping

χ 7−→ ξ ¯ ζ
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extends (uniquely) as a two-sided isometric homomorphism G → E ¯ F . Observe that

E ¯ F = span(AξB ¯ BζC) = span(Aξ ¯ BζC) = span(AξB ¯ ζC). By the above isometry

we may identify G as the submodule span(Aξ ¯ ζC) of E ¯ F . In other words, inserting a

unit 1 in χ = ξ ¯ ζ in between ξ and ζ amounts to an isometry. Varying, instead, b ∈ B in

ξb¯ ζ = ξ ¯ bζ, we obtain a set which generates all of E ¯ F .

This operation is crucial in the construction of tensor product systems. We explain

immediately, why the Stinespring construction cannot do the same job. Suppose that B and

C are algebras of operators on some pre-Hilbert spaces. Then, unlike the GNS-construction,

the knowledge of the Stinespring construction for the mapping T does not help in finding

the Stinespring construction for S ◦ T . What we need is the Stinespring construction for T

based on the representation of B arising from the Stinespring construction for S; cf. (4.2.2).

The GNS-construction, on the other hand, is representation free. It is sufficient to do it

once for each completely positive mapping. Yet in other words, we can formulate as follows.

4.2.9 Functoriality. A pre-Hilbert A–B–module E is a functor sending representations

of B on F to (non-degenerate) representations of A on E ¯ F , and the composition of two

such functors is the tensor product. The Stinespring construction is a dead end for this

functoriality.

4.2.10 Example. Clearly, the tensor product of two-sided pre-Hilbert modules is associa-

tive. Applying this to Example 4.2.3, we find H = E ¯ (F ¯K) = (E ¯ F )¯K. In other

words, the Stinespring representation of E ¯ F allows us to identify E ¯ F as the subspace

span{LxLy (x ∈, y ∈ F )} of Ba(K, H); see again (4.2.2).

4.2.11 Corollary. If in Proposition 4.2.5 F is contractive, then the mapping a 7→ a ¯ id

extends to a contraction Br(E1, E2) → Br(E1 ¯ F, E2 ¯ F ).

Proof. Precisely, as in the proof of Lemma 2.3.7 we show with the help of a cyclic decom-

position of K that in order to compute the norm of the operator x¯ y ¯ k 7→ ax¯ y ¯ k it

is sufficient to take the supremum over elementary tensors.

4.2.12 Example. In the first argument, showing positivity of the inner product (4.2.1), we

interpreted
∑
i

xi ¯ yi ∈ E ¯ F as the elementary tensor X ¯ Y ∈ En ¯ F n. Reversing this

interpretation, we show that

En ¯ F n ∼= E ¯ F

for all n ∈ N.
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On the contrary, one easily checks that the mapping X¯Y 7→ Z where X ∈ En, Y ∈ Fm

and Z =
(
xi¯ yj

)
ij

establishes a two-sided isomorphism of the pre-Hilbert Mn(A)–Mm(C)–

module En¯Fm and Mnm(E¯F ) as introduced in Example 1.7.7. A generalization of these

computation rules is Mn`(E)¯M`m(F ) = Mnm(E ¯F ) (via the identification
(
X ¯ Y

)
ij

=∑
k

xik ¯ ykj) which contains the former as the special case n = m = 1 and the latter as

` = 1.

Of course, for X ∈ Mn`(E) the mapping A 7→ 〈X, AX〉 is completely positive, and

so is A 7→ 〈X ¯ Y, AX ¯ Y 〉 for Y ∈ M`m. For ` = m = n and X =
(
δijxi

)
(xi ∈

E), Y =
(
δijyi

)
(yi ∈ F ) as in Example 1.7.7, we find that T :

(
aij

) 7→ (〈xi, aijxj〉
)

and

S :
(
bij

) 7→ (〈yi, bijyj〉
)

are completely positive mappings and that their Schur composition

is given by S ◦ T :
(
aij

) 7→ (〈xi ¯ yi, aijxj ¯ yj〉
)

and, therefore, also completely positive.

Setting E = F = B, we find Bn¯Bn = B, Bn¯Bm = Mnm(B), and Mn`(B)¯M`m(B) =

Mnm(B). Also here the identifications include the correct two-sided pre-Hilbert module

structure.

4.2.13 Example. For Hilbert spaces G,H, H let E = B(G,H) be an (arbitrary) von Neu-

mann B(G)–module, and let F = B(G,G ⊗̄ H) be an (arbitrary) two-sided von Neumann

B(G)–module (cf. Examples 3.1.2 and 3.3.4). Then the identification

x¯ y = (x⊗ id)y

establishes an isomorphism E ¯̄ s F → B(G,H ⊗̄ H). In particular, if Ei = B(G,G ⊗̄ Hi)

(i = 1, 2) are two-sided B(G)–modules, then

B(G,G ⊗̄ H1) ¯̄ s B(G,G ⊗̄ H2) = B(G,G ⊗̄ H1 ⊗̄ H2).

Taking into account also Proposition 3.3.5, we see not only that the centers Hi compose like

tensor products of Hilbert spaces, but also that this composition is associative.

In the preceding example we have symmetry of the tensor product in the sense that

E1¯E2
∼= E2¯E1. However, the following example shows that this is by far not always so.

In Proposition 4.2.15 we see that centered Hilbert modules have this symmetry. In Section

8.2 we give another example.

4.2.14 Example. Let B be unital, let E be a pre-Hilbert B–B–module, and let F be pre-

Hilbert B–module. Then E has a natural pre-Hilbert B̃–B̃–module structure (extending the

B–B–module structure), and we may equip F with the pre-Hilbert B̃–B̃–module structure

as in Example 1.6.5. Then

x¯ y = x1¯ y = x¯ 1y = 0
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so that E ¯ F = {0}. However, if there is a vector ζ ∈ F such that 〈ζ, ζ〉 = 1 ∈ B, then

ζ¯ id, defined as in Corollary 4.2.6, is an isometry E → F ¯E. Therefore, if E 6= {0}, then

certainly also F¯E 6= {0}. We see that, in general, we may not expect that E¯F ∼= F¯E.

4.2.15 Proposition. Let E and F be centered pre-Hilbert B–modules. Then CB(E) ¯
CB(F ) ⊂ CB(E ¯ F ) (so that also E ¯ F is centered), and the mapping

F : x¯ y 7−→ y ¯ x (x ∈ CB(E), y ∈ CB(F )) (4.2.3)

extends to a two-sided flip isomorphism E ¯ F → F ¯ E.

Proof. The first statement is obvious. For the second statement it is sufficient to show that

(4.2.3) preserves inner products (see Remark A.1.5). So let x, x′ ∈ CB(E), and y, y′ ∈ CB(F ).

By Proposition 3.4.2, 〈x, x′〉 and 〈y, y′〉 are in CB(B). We find

〈x¯ y, x′ ¯ y′〉 = 〈y, 〈x, x′〉y′〉 = 〈y, y′〉〈x, x′〉 = 〈x, x′〉〈y, y′〉 = 〈y ¯ x, y′ ¯ x′〉.

In Proposition 4.2.5 we have seen that there is a natural unital (in general, non-injective)

‘embedding’ of Ba(E) into Ba(E ¯ F ) as Ba(E) ¯ id. For Ba(F ) this is, in general, not

possible.

4.2.16 Example. Let B be a unital pre–C∗–algebra and consider B¯B. Then the attempt

to define an operator id¯b for an element b ∈ Ba(B) = B fails, if b is not in the center of B.

Indeed, let b′ ∈ B such that b′b 6= bb′. Then

〈1¯ 1, (id¯b)(b′ ¯ 1− 1¯ b′)〉 = b′b− bb′ 6= 0,

but b′ ¯ 1 − 1 ¯ b′ = 0. If, however, b is in the center of B then id¯b is a well-defined

operator on B ¯ B.

4.2.17 Example. A positive example is the case, when E and F are centered. In this case,

for a ∈ Ba(F ) we define the operator id¯a = F(a ¯ id)F with the help of the flip from

Proposition 4.2.15.

The following theorem shows a general possibility.

4.2.18 Theorem. Let E be pre-Hilbert module over a unital pre–C∗–algebra B with a unit

vector ξ, and let F be a pre-Hilbert B–C–module. Then for each a ∈ Bbil,a(F ) the mapping

x¯y → x¯ay extends as a well-defined mapping id¯a in Ba(E¯F ). Moreover, the mapping

a 7→ id¯a is an isometric isomorphism from a ∈ Bbil,a(F ) onto the relative commutant of

Ba(E)¯ id in Ba(E¯F ), independently of whether F is contractive or not. In other words,

(Ba(E)¯ id)′ = id¯Bbil,a(F ) ∼= Bbil,a(F ).
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Proof. Let a be a B–C–linear mapping in Ba(F ). Then

〈x¯ y, x′ ¯ ay′〉 =
〈
y, 〈x, x′〉ay′

〉
=

〈
y, a〈x, x′〉y′〉 =

〈
a∗y, 〈x, x′〉y′〉 = 〈x¯ a∗y, x′ ¯ y′〉.

By Corollary 1.4.3, id¯a is a well-defined mapping with adjoint id¯a∗. Let a′ ∈ Ba(E).

Replacing in the preceding computation x by a′x, we see that id¯a and a′¯id commute. The

embedding Bbil,a(F ) → id¯Bbil,a(F ) ⊂ Ba(E ¯ F ) does certainly not decrease the norm,

because 〈ξ ¯ y, (id¯a)(ξ ¯ y′)〉 = 〈y, ay′〉. On the other hand, for z ∈ E ¯ F by Example

4.2.12 we may choose n ∈ N, X ∈ En, Y ∈ F n such that z = X ¯ Y ∈ En ¯ F n = E ¯ F .

Set B =
√
〈X, X〉 (where we interprete elements of Mn(B) as elements of Mn(Ba(F )), if

necessary). Then

‖(id¯a)z‖ = ‖X ¯ aY ‖ = ‖BaY ‖ = ‖aBY ‖ ≤ ‖a‖ ‖BY ‖ = ‖a‖ ‖z‖ . (4.2.4)

Therefore, a 7→ id¯a is an isometry into (Ba(E)¯ id)′.

Conversely, let a ∈ Ba(E ¯ F ) be in (Ba(E)¯ id)′. Set a = (ξ∗ ¯ id)a(ξ ¯ id) ∈ Ba(F ).

By j(b) = ξbξ∗ we define a (degenerate, unless ξ ∈ Ba(B, E) is unitary) representation of B
on E. Then j(b)¯ id is an element in Ba(E)¯ id and, therefore, commutes with a. We find

ba = (ξ∗ ¯ id)(j(b)¯ id)a(ξ ¯ id) = (ξ∗ ¯ id)a(j(b)¯ id)(ξ ¯ id) = ab,

i.e. a is B–C–linear. In particular, id¯a is a well-defined element of Ba(E¯F ). For arbitrary

x ∈ E and y ∈ F we find

a(x¯ y) = a(xξ∗ ¯ id)(ξ ¯ y) = (xξ∗ ¯ id)a(ξ ¯ y) = x¯ ay = (id¯a)(x¯ y),

where xξ∗¯ id is an element of Ba(E)¯ id and, therefore, commutes with a. In other words,

a = id¯a.

4.2.19 Remark. Where the assumptions of Theorem 4.2.18 and Example 4.2.17 intersect

id¯a means the same operator in both cases.

4.2.20 Observation. The estimate in (4.2.4) does depend neither on existence of a unit

vector in E nor on adjointability of a. Therefore, a 7→ id¯a always defines a contraction

Bbil(F ) → Br(E ¯ F ), whose range commutes with Br(E)¯ id.

4.2.21 Observation. Let E, F, F ′, G be two-sided pre-Hilbert modules and let β : F → F ′

be an isometric two-sided homomorphism of two-sided pre-Hilbert modules. Then also the

mapping id¯β ¯ id : E ¯ F ¯G → E ¯ F ′ ¯G is an isometric two-sided homomorphism of

two-sided pre-Hilbert modules.
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Until now our considerations were at a rather algebraic level. We close this section with

some more topological results.

Recall from Appendix C.4 that the tensor product over B of a right B–module E and a left

B–module F is E¯F := E⊗F/NB where NB = span{xb⊗y−x⊗by}. Of course, NB ⊂ NE⊗F .

We repeat a result by Lance [Lan95] which asserts that under some completeness conditions

the two tensor products coincide.

4.2.22 Proposition. Let B be a C∗–algebra, let E be Hilbert B–module, and let F be a

pre-Hilbert B–C–module. Then

E ¯ F = E¯F.

Proof. Let z =
n∑

i=1

xi⊗yj be in NE⊗F . We show X⊗Y = X ′B⊗Y −X ′⊗BY for suitable

X ′ ∈ En and B ∈ Mn(B), from which z ∈ NB follows.

Let B = 4
√
〈X, X〉 and define the function

fm(t) =





m
1
4 for 0 ≤ t ≤ 1

m

t−
1
4 for 1

m
< t.

Then Xfm(B) is a Cauchy sequence and, therefore, converges to some X ′ ∈ En. Clearly,

X ′B = X. On the other hand,

‖BY ‖2 =
∥∥〈Y, B2Y 〉

∥∥ ≤ ‖Y ‖ ‖B2Y ‖ = ‖Y ‖
√
‖〈Y,B4Y 〉‖ = ‖Y ‖ ‖z‖ = 0.

In other words, X ′B ⊗ Y −X ′ ⊗BY = X ⊗ Y .

4.2.23 Corollary. Let E be a two-sided Hilbert module over a C∗–algebra B. Then

E ¯ . . .¯ E = E¯ . . .¯E.

4.2.24 Proposition. Let E be a von Neumann A–B–module, and let F be a von Neumann

B–C–module where C acts on a Hilbert space K. Then the strong closure E ¯̄ s F of E ¯ F

in B(K,E ¯̄ F ¯̄ K) is a von Neumann A–C–module.

Proof. Let ρ be the canonical representation of B on G = F ¯̄ K which is normal by Lemma

3.3.2. Then by Corollary 3.3.3 the canonical representation ρ′ on H = E ¯̄ G = E ¯̄ F ¯̄ K

associates with ρ is normal, too. Therefore, again by Lemma 3.3.2, E ¯̄ s F is a two-sided

von Neumann module.
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4.2.25 Remark. There is a simple application of Theorem 4.1.11, which allows to gener-

alize the Stinespring construction from B ⊂ B(G) for some Hilbert space G to B ⊂ Ba(F )

for some Hilbert C–module F . By Point 4 of the theorem (together with Remark 4.1.12)

for a strict completely positive mapping T from a pre–C∗–algebra into Ba(F ) there exists a

Hilbert module E with a cyclic vector ξ such that T (a) = 〈ξ, aξ〉 and E = span(AξBa(F )).

Then the pre-Hilbert C–module E ¯ F carries the total representation a 7→ a ¯ id of A,

which is strict (on bounded subsets), and ξ ¯ id is a mapping in Ba(F, E ¯ F ) such that

T (a) = (ξ ¯ id)∗(a¯ id)(ξ ¯ id). This result is known as KSGNS-construction; see [Lan95].

4.3 Exterior tensor product

Besides the tensor product discussed in Section 4.2, there is a second one. This exterior

tensor product is based on the observation that the (vector space) tensor product E1 ⊗ E2

of a pre-Hilbert Bi–modules Ei (i = 1, 2) is a B1⊗B2–module in an obvious way. Also here

there are several ways to show that the sesquilinear mapping on E1⊗E2, defined by setting

〈x⊗ y, x′ ⊗ y′〉 = 〈x, x′〉 ⊗ 〈y, y′〉, (4.3.1)

is a semi-inner product.

By Example 1.7.6 the matrices
(〈xi, xj〉

)
and

(〈yi, yj〉
)

are positive and, therefore, can

be written in the form B∗B with B ∈ Mn(B1) and C∗C with C ∈ Mn(B2), respectively. We

find that also the matrix

(〈xi ⊗ yi, xj ⊗ yj〉
)

=
∑

k,`

(bki ⊗ c`i)
∗(bkj ⊗ c`j) ∈ Mn(B1 ⊗ B2)

is positive.

Another possibility is to reduce the exterior tensor product to the tensor product. Con-

sider the extension E2 ¯ (B̃1 ⊗ B̃2) of E2 by B̃1 ⊗ B̃2. Obviously, E2 ¯ (B̃1 ⊗ B̃2) = B̃1 ⊗E2

equipped with the (semi-)inner product defined by (4.3.1). (Actually, we should say mod-

ulo length-zero elements. However, we will see immediately that there are no length-zero

elements in B̃1 ⊗ E2 different from 0.) On B̃1 ⊗ E2 we have a natural (non-degenerate) left

action of B̃1. Then also E1 ¯ (B̃1 ⊗ E2) and E1 ⊗ E2 have the same (semi-)inner product

(again up to potential length-zero elements). Positivity of the former implies positivity of

the latter.

4.3.1 Proposition. The semi-inner product on E1 ⊗ E2 is inner.

Proof. Let z =
∑
i

xi ⊗ yi be an arbitrary element of E1 ⊗ E2. We may assume that the

xi form a (C–)linearly independent set. If 〈z, z〉 = 0, then by (1.2.1) we have 〈u ⊗ v, z〉 =
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∑
i

〈u, xi〉 ⊗ 〈v, yi〉 = 0 for all u ∈ E1, v ∈ E2. For an arbitrary state ϕ on B2 we define

Φv : z 7→ ∑
i

xiϕ(〈v, yi〉). We have 〈u, Φv(z)〉 = (id⊗ϕ)(〈u⊗ v, z〉) = 0 for all u ∈ E1, hence

Φv(z) = 0. From linear independence of the xi we conclude that ϕ(〈v, yi〉) = 0 for all i.

Since ϕ and v are arbitrary, we find yi = 0 for all i, i.e. z = 0.

4.3.2 Definition. E1⊗E2 with inner product defined by (4.3.1) is called the exterior tensor

product of E1 and E2.

Even if the Bi are C∗–algebras, then there are, in general, several ways to define a

C∗–norm on B1 ⊗ B2. Of course, also the norm on E1 ⊗ E2 depends on this choice. If one

of the algebras is nuclear (for instance, commutative or finite-dimensional), then the norm

is unique.

If the Ei are pre-HilbertAi–Bi–modules, then E1⊗E2 is anA1⊗A2–B1⊗B2–module in an

obvious way. To see that it is a pre-Hilbert A1⊗A2–B1⊗B2–module we must check whether

the elements of A1⊗A2 act as bounded operators. But this follows from the observation that

we may complete the Ei and that by Proposition 4.3.1 E1⊗E2 is contained in E1⊗E2 as a

submodule. Now the C∗–algebras Ba(Ei) embed isometrically as Ba(E1)⊗1 and 1⊗Ba(E2),

respectively, into Ba(E1 ⊗ E2). (The embeddings are contractions like any homomorphism

form a C∗–algebra into operators on an inner product space. By simple computations on

elementary tensors in E1 ⊗ E2 we see that the embedding are not norm decreasing.) As

ai ∈ Ai defines an element in Ba(Ei), a1 ⊗ a2 = (a1 ⊗ 1)(1⊗ a2) = (1⊗ a2)(a1 ⊗ 1) defines

an operator in Ba(E1 ⊗ E2).

Even if the Ei are contractive, we can guarantee contractivity of E1⊗E2 only, if we equip

A1⊗A2 with the projective C∗–norm, i.e. the greatest C∗–norm, or (as follows by Proposition

4.3.3) if we equip B1 ⊗ B2 with the spatial norm, i.e. the least C∗–norm. (In fact, setting

Ei = Bi = Ai, we find immediately a counter example, by equipping B1 ⊗ B2 with a norm

bigger than that of A1 ⊗ A2.) Recall that we obtain the spatial norm of b ∈ B1 ⊗ B2 as

the operator norm of (π1 ⊗ π2)(b) where πi are arbitrary isometric representations of Bi on

pre-Hilbert spaces Gi.

4.3.3 Proposition. If B1 ⊗ B2 is equipped with the spatial C∗–norm, then the canonical

representation Ba(E1)⊗Ba(E2) → Ba(E1 ⊗ E2) is an isometry for the spatial norm.

Proof. Let (Gi, πi) (i = 1, 2) be isometric representations of Bi. Then the Stinespring

representations (Hi = Ei¯Gi, ρi) are isometric representations of Ba(Ei) so that the repre-

sentation (H1⊗H2, ρ1⊗ρ2) of Ba(E1)⊗Ba(E2) is isometric for the spatial norm on Ba(E1)⊗
Ba(E2). By definition, the representation (G1⊗G2, π1⊗π2) is an isometric representation of

B1⊗B2. Therefore, the Stinespring representation (H = (E1⊗E2)¯ (G1⊗G2), ρ) is an iso-
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metric representation of Ba(E1⊗E2). Obviously, (x1⊗x2)¯(g1⊗g2) 7→ (x1¯g1)⊗(x2¯g2)

defines a unitary

H = (E1 ⊗ E2)¯ (G1 ⊗G2) −→ (E1 ¯G1)⊗ (E2 ¯G2) = H1 ⊗H2 (4.3.2)

so that the restriction of (H, ρ) to Ba(E1) ⊗ Ba(E2) is unitarily equivalent to ρ1 ⊗ ρ2. It

follows that the operator norm of ρ equals that of ρ1⊗ ρ2 and, therefore, the spatial one.

4.3.4 Remark. The unitary equivalence of ρ1 ⊗ ρ2 and ρ expressed in (4.3.2) allows to

identify E1⊗E2 as a subset of Ba(G1, H1)⊗Ba(G2, H2) ⊂ Ba(G1⊗G2, H1⊗H2) including

the correct norm. If Ei are von Neumann modules, then by the von Neumann module

E1 ⊗̄s E2 over the von Neumann algebra B1 ⊗̄s B2 on G1 ⊗̄ G2 we understand the strong

closure of E1 ⊗E2 in B(G1 ⊗̄G2, H1 ⊗̄H2). The von Neumann algebras Ba(E1) ⊗̄s Ba(E2)

and Ba(E1 ⊗̄s E2) are isomorphic. Moreover, if the Ei are von Neumann Ai–Bi–modules,

then the representation ρ1 ⊗ ρ2 extends to a normal representation of the von Neumann

algebra A1 ⊗̄s A2. In other words, E1 ⊗̄s E2 is a von Neumann A1 ⊗̄s A2–B1 ⊗̄s B2–module.

4.3.5 Corollary. If
(
aλ

)
λ∈Λ

is an increasing bounded net in A1 (thus, converging to some

a ∈ A1), then
(
aλ ⊗ 1

)
λ∈Λ

defines an increasing bounded net in Ba(E1 ⊗̄s E2) such that

lim
λ

aλ ⊗ 1 = a⊗ 1.

4.3.6 Remark. If the Ei are pre-Hilbert C–C–modules (i.e. pre-Hilbert spaces), then the

(interior) tensor product and the exterior tensor product both coincide with the usual tensor

product of pre-Hilbert spaces.

4.3.7 Observation. Proposition 4.3.3 has an obvious analogue for the canonical mapping

Ba(E1, F1) ⊗ Ba(E2, F2) → Ba(E1 ⊗ E2, F1 ⊗ F2), where Fi is another pair of pre-Hilbert

Bi–modules. (The spatial norm on the left hand side comes by restriction from the spatial

norm on Ba(E1 ⊕ F1)⊗Ba(E2 ⊕ F2).)

4.3.8 Example. (4.3.2) defines a two-sided unitary also, when the Gi are replaced by arbi-

trary pre-Hilbert Bi–Ci–modules. We see immediately that the matrix pre-Hilbert modules

in Example 4.2.12 have a close relation with the exterior tensor product. Indeed, we easily

see that Mnm(E) = E ⊗ Mnm. So if we put in (4.3.2) E1 = E, G1 = F , E2 = Mn`, and

G2 = M`m, then the identification Mn`(E)¯M`m(F ) = Mnm(E ¯F ) can be traced back to

Mn` ¯M`m = Mnm.
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4.3.9 Example. For us, the most important exterior tensor product is that of a pre-Hilbert

B–module E and a pre-Hilbert space H. By Proposition 4.3.3, HE := E ⊗H carries a (non-

degenerate) representation of Ba(E) ⊗ Ba(H) which is isometric (and, therefore, faithful)

for the spatial norm and contractive for any other norm. In particular, if E is a pre-Hilbert

A–B–module and H a pre-Hilbert C–C–module, then HE is a pre-Hilbert A⊗C–B–module.

Clearly, the prototype of a centered module HB = B ⊗ H is a special case of the exterior

tensor product.

Let us choose in Observation 4.3.7 the modules E1 = F1 = E, and F2 = B2 = C, E2 = H.

We find that for all f ∈ H

id⊗f ∗ : x⊗ g 7−→ x〈f, g〉

is a mapping in Ba(HE, E) with with norm ‖f‖ and with adjoint (id⊗f) : x 7→ x⊗f . Clearly,

these mappings extend to the completion and, in the case of a von Neumann algebra B on

a Hilbert space G to the strong closures of E in B(G,H) (with H = E ¯̄ G) and of HE in

B(G,H ⊗̄ H). If v ∈ Ba(H) is an isometry, then

(id⊗(vf)∗)(x⊗ vg) = (id⊗f ∗)(x⊗ g). (4.3.3)

Let E, E ′ be two-sided pre-Hilbert modules and let H, H′ be pre-Hilbert spaces. Then

the unitary in (4.3.2) (extended to modules as explained in Example 4.3.8) tells us that

HE ¯ H′
E′ = (H⊗ H′)E¯E′ . In particular, we have a natural left multiplication by elements

of Ba(H⊗ H′).

We close our discussion of the exterior tensor product by looking at Example 4.3.9, when

H = L2(M, Σ, µ) = L2(M) for some measure space (M, Σ, µ) (usually, R with the Lebesgue

measure). We use the notions of Appendix B about function spaces.

4.3.10 Definition. By L2(M, E) we denote the (contractive) Hilbert Ba(E) ⊗̄B(L2(M))–

B–module (where Ba(E) ⊗̄B(L2(M)) denotes the completed spatial tensor product of pre–

C∗–algebras.) obtained from E ⊗ L2(M) by norm completion.

By Proposition 4.3.3 the canonical representation of Ba(E) ⊗̄ B(L2(M)) on L2(M,E)

is faithful. If E is a contractive pre-Hilbert A–B–module, then L2(M, E) is a (contrac-

tive, of course) Hilbert A–B–module, via the canonical homomorphisms A → Ba(E) →
Ba(E) ⊗̄B(L2(M)). In the sequel, we assume that E and B are complete.

4.3.11 Observation. By Example 4.3.9 we have L2(M1, E1) ¯̄ L2(M2, E2) = L2(M1 ×
M2, E1¯E2). So operators in B(L2(M1×M2)), in particular, multiplication operators like in-

dicator functions to measurable subsets of M1×M2 act naturally on L2(M1, E1) ¯̄L2(M2, E2).



78 Chapter 4. GNS-construction and tensor products

Clearly, the integrable simple functions E0(M, E) may be identified with the subspace

E⊗E0(M) of E⊗L2(M). Since E0(M) is dense in L2(M), E0(M, E) is dense in L2(M, E).

By the estimate

‖x‖2 =
∥∥∥
∫
〈x(t), x(t)〉µ(dt)

∥∥∥ ≤
∫
‖x(t)‖2 µ(dt) (4.3.4)

for x ∈ E0 we see that the Bochner square integrable functions L2
B(M,E) are contained in

L2(M, E) and that 〈x, y〉 =
∫ 〈x(t), y(t)〉 for x, y ∈ L2

B(M,E) in the sense of Example B.1.9.

We use this notation for all x, y ∈ L2(M,E), although the following example shows that, in

general, L2(E, M) is bigger than L2
B(M, E).

If µ is finite, then by Paragraph B.1.14 and (4.3.4) we find the estimate

‖x‖ ≤ ‖x‖2 ≤ ‖x‖ess

√
µ(M). (4.3.5)

4.3.12 Example. By Example B.1.10, L2
B(M, E) is a Banach L∞(M, Ba(E))–L∞(M,B)–

module. By Corollary 2.3.10, L2(M,E) is at least a left Banach L∞(M, Ba(E))–module

and, similarly, by a simple application of Lemma B.1.6, the canonical representation of

L∞(M, Ba(E)) on L2(M, E) is isometric. In other words, L∞(M, Ba(E)) = Ba(E)⊗̄L∞(M)

is a C∗–subalgebra of Ba(L2(M,E)). (We may identify L∞(M, Ba(E)) and Ba(E)⊗̄L∞(M),

because the latter is a dense subspace of the former, and because the commutative C∗–al-

gebra L∞(M) is nuclear, i.e. there is one and only one C∗–norm on the tensor product.)

Nothing like this is true for the right action of L∞(M,B). We consider `2(B(G)) (i.e.

L2(N,B(G)) equipped with the counting measure on N) where G is a Hilbert space with an

ONB
(
en

)
n∈N. Let

(
cn

)
n∈N be a sequence in C converging to 0, but not square summable, and

let x ∈ `2(B(G)) be the function defined by x(n) = cnpn where pn is the projection onto Cen.

Observe that ‖x‖2 =
∥∥∑

n∈N
|cn|2 pn

∥∥ = max |cn|2 < ∞ and that
∥∥ ∑

n≥N

|cn|2 pn

∥∥ = max
n≥N

|cn|2 →
0 for N → ∞ so that x is a norm limit of step functions. Now let b ∈ `∞(B(G)) =

L∞(N, B(G)) be the function defined by setting b(n) = ene
∗
1. Then ‖xb‖2 = ‖p1‖

∑
n∈N

|cn|2 =

∞. Therefore, xb is not in `2(B(G)) and a fortiori not in `2
B(B(G)). Consequently, x cannot

be in `2
B(B(G)) either, because otherwise xb would be in `2

B(B(G)).

Even if not all x ∈ L2(M, E) are Bochner square integrable, we still could hope that

all x are represented (at least µ–a.e.) by a function (measurable in a suitable sense) with

values in E. However, also this is not true, in general. We borrow the following Example

from Hellmich [Hel01].

4.3.13 Example. Let I = [0, 1] and consider the Hilbert B(L2(I))–module L2
(
I, B(L2(I))

)

as a subset of B(L2(I), L2(I × I)). The function K(s, t) = |s− t|− 1
4 defines an operator



4.3. Exterior tensor product 79

K sending the function f : I → C to the function Kf : I × I → C defined by setting

(Kf)(s, t) = K(s, t)f(s). For f ∈ L2(I) an application of Fubini’s theroem yields

‖Kf‖2 =

∫ 1

0

ds

∫ 1

0

dt |s− t|− 1
2 |f(s)|2

=

∫ 1

0

ds |f(s)|2
[∫ s

0

dt (s− t)−
1
2 +

∫ 1

s

dt (t− s)−
1
2

]

= 2

∫ 1

0

ds |f(s)|2 (
√

s +
√

1− s) ≤ 4 ‖f‖2 .

In other words, K is an element of B(L2(I), L2(I×I)). We show that K ∈ L2
(
I, B(L2(I))

)
.

To that goal let Sε = {(s, t) ∈ I × I : |s− t| ≥ ε} (1 > ε > 0) and set Kε = IISεK.

Obviously, (K −Kε)
2 = K2 −K2

ε so that ‖(K −Kε)f‖2 = ‖Kf‖2 − ‖Kεf‖2. We find

‖Kεf‖2 =

∫ 1

ε

ds |f(s)|2
∫ s−ε

0

dt (s− t)−
1
2 +

∫ 1−ε

0

ds |f(s)|2
∫ 1

s+ε

dt (t− s)−
1
2

= 2

∫ 1

ε

ds |f(s)|2 (
√

s−√ε) + 2

∫ 1−ε

0

ds |f(s)|2 (
√

1− s−√ε)

and, therefore,

‖(K −Kε)f‖2 = 2

∫ 1

0

ds |f(s)|2 (min(
√

s,
√

ε) + min(
√

1− s,
√

ε)) ≤ 4
√

ε ‖f‖2 .

Clearly, Kε ∈ L2
(
I, B(L2(I))

)
so that also K = lim

ε→0
Kε ∈ L2

(
I, B(L2(I))

)
. However, none

of the operators Kt mapping f(s) to (Ktf)(s) = (Kf)(s, t) is bounded on L2(I), because

the function s 7→ K(s, t) is not essentially bounded.

Any measure preserving transformation T on M (i.e. a bijection T : M → M such that

µ◦ T(S) = µ(S) for all S ∈ Σ) gives rise to a unitary uT : f 7→ f ◦ T on E0(M) which extends

to a unitary (also denoted by uT) on L2(M). By Example 4.3.9, id⊗uT is a unitary on

E ⊗ L2(M) which extends to a unitary on L2(M, E) (also denoted by uT). Obviously, uT

commutes with all operators of the form a⊗ 1 where a ∈ Ba(E). In other words, if E is a

Hilbert A–B–module, then uT is A–B–linear. For the mappings id⊗f ∗ (f ∈ L2(M)) we find

(id⊗(uTf)∗)uT = id⊗f ∗. (4.3.6)

We use the same symbol for the restriction of uT to L2(K, E) where K ∈ Σ. In this case,

we consider uT as isometry L2(K,E) → L2(K ′, E) where K ′ ∈ Σ can be any set such that

T
−1(K) ⊂ K ′. (This follows from uTIIK = IIT−1(K)uT, where the multiplication operator IIK

is the (L∞(M, Ba(E))–B–linear) projection from L2(M, E) onto the submodule L2(K,E).)

In particular, uT is a unitary L2(K, E) → L2(T
−1(K), E). If T

−1(K) ⊂ K, then uT defines

an isometric endomorphism of L2(K,E). Equation (4.3.6) remains true for the subset K.

If K ′ does not contain all of T
−1(K), then we still may consider the partial isometry IIK′uT.
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4.3.14 Example. Let G be a locally compact group equipped with the right Haar measure h

on B(G). Then by definition of the Haar measure, for all g ∈ G the right shift Tg : h 7→ hg−1

is a measure preserving transformation on G. Moreover, Tg ◦ Th = Tgh. In other words,

g 7→ uTg is a unitary representation of G on L2(G, E).

For the real line with the Lebesgue measure we use a special notation. By the time

shift St on L2(R, E) we mean (the extension of) the mapping x → Stx (t ∈ R) where

[Stx](s) = x(s − t) (from simple functions to all of L2(R, E)). Obviously, St is the unitary

uTt comming from the right shift Tt : s 7→ s − t on R. As T
−1
t (R+) ⊂ R+ for all t ∈

R+, we find that the unitary representation S =
(

St

)
t∈R of R on L2(R, E) restricts to a

representation of R+ by isometries on L2(R+, E). Following our convention, we do not

distinguish between the unitary St on L2(R, E), its restriction to L2(R+, E) and the unitaries

St ∈ Ba(L2(K, E), L2(K+t, E)) for some Borel set K where K+t = T
−1
t (K) = {s+t : s ∈ K}.

4.3.15 Proposition. S is strongly continuous on L2(R, E) (and, consequently, on any sub-

module L2(K,E)).

Proof. S is bounded, so it is sufficient to check the statement for elements II [r,s] ∈ S(R),

because by Appendix B.2 S(R) is dense in L2(R) and E ⊗ L2(R) is dense in L2(R, E). For

|t| < (s − r) we have
∣∣II [r,s]+t − II [r,s]

∣∣2 = III for a suitable union I of two intervals where

λ(I) < 2t. From this it follows that StII [r,s] → II [r,s] for t → 0.

Among other (dense) submodules of E–valued functions contained in L2(R, E) the most

important for us is the space Cc(R, E) of continuous function with compact support. Clearly,

Cc(R, E) ⊂ L2
B(R, E) so that the inner product 〈x, y〉 =

∫ 〈x(t), y(t)〉 dt makes sense as a

Bochner integral. However, we may understand it also as Riemann integral as discussed in

Appendix B.1. Clearly, Cc(R, B) is invariant under left and right multiplication by elements

in C(R, Ba(E)) ⊂ L∞loc(R, Ba(E)), although by Example 4.3.12 right multiplication may act

unboundedly. Notice that St leaves invariant Cc(R, E) and all other dense submodules of

L2(R, E) considered so far.

4.3.16 Definition. Let E ⊂ B(G,H) be a von Neumann B–module where B is a von Neu-

mann algebra on a Hilbert space G and H = E ¯̄ G. By L2,s(M, E) we denote the von Neu-

mann Ba(E) ⊗̄s B(L2(M))–B–module E ⊗̄s L2(M) ⊂ B(G,H ⊗̄L2(M)) = B(G,L2(M,H))

(where Ba(E) ⊗̄s B(L2(M)) = Ba(L2,s(M, E)) is the tensor product of von Neumann alge-

bras, i.e. the strong closure of the spatial tensor product in B(H ⊗̄ L2(M)).)

All operators on L2(M,E) described so far extend strongly continuously to L2,s(M, E).

Proposition 4.3.15 remains true in the strong topology of B(G,L2(R, E)) by the same rea-

soning. Additionally, we have the strongly dense submodule Cs
c(R, E) of strongly contin-
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uous functions with compact support which is invariant under the action of functions in

Cs(R, Ba(E)). Now the inner product may be understood as Bochner or Riemann integral

in the weak sense, i.e.
〈
g, 〈x, x′〉g′〉 =

∫ 〈
g, 〈x(t), x′(t)〉g′〉 dt for all g, g′ ∈ G.

4.4 Conditional expectations

Unital completely positive mappings may be considered as a generalization of the notion

of a state on a unital ∗–algebra A, that is a linear functional ϕ : A → C which is unital

(i.e. ϕ(1) = 1) and positivity preserving (i.e. a ≥ 0 implies ϕ(a) ≥ 0), to mappings on

A with values in another ∗–algebra B. But this is not the only thinkable possibility for a

generalization.

On the one hand, we can consider unital mappings T : A → B which are just positive, not

necessarily completely positive. Under such weak conditions we are not able to guarantee

that the B–valued inner product induced by T on A extends to the right B–module A⊗B.

Also constructions like the tensor product are no longer possible. Remarkably enough, in

the framework of von Neumann algebras there exist quite a lot of deep results on semigroups

of unital positive mappings on a von Neumann with an invariant (faithful, normal) weight;

see e.g. [GL99] and related works. The basis for our applications are GNS-construction

and tensor product. Consequently, we do not tackle the difficult problems arround positive

mappings on C∗–algebras.

On the other hand, we can require additional conditions for T . For instance, if ϕ is a

state on A, then we may define the mapping T : A → B = C1 ⊂ A by setting T (a) = ϕ(a)1.

This mapping is a projection, it has norm 1, it is B–B–linear (because it is C–linear) and,

therefore it is completely positive.

4.4.1 Definition. Let A be a pre–C∗–algebra and let B be a pre–C∗–subalgebra of A. A

conditional expectation is a surjective positive B–B–linear mapping ϕ : A → B of norm 1.

We say a conditional expectation is faithful, if ϕ(a∗a) = 0 implies a = 0, and we say it is

essential, if its GNS-representation (ϕ is completely positive by Remark 4.4.2!) is isometric.

Following Voiculescu [Voi95] and Speicher [Spe98], by a ∗–B–algebra we understand a

unital ∗–algebra A with a ∗–subalgebra B containing the unit of A. We use similar notions

for (pre–)C∗–algebras or von Neumann algebras (if B is a von Neumann algebra). In this

case we require that the restriction of further structures from A to B gives back the correct

structures on B. A B–quantum probability space is a pair (A, ϕ) of a pre–C∗–B–algebra A
and a conditional expectation onto B.
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4.4.2 Remark. From positivity and B–B–linearity we conclude that a conditional expec-

tation ϕ : A → B is completely positive. By Theorem 4.1.11(3) also the unital extension

ϕ̃ : Ã → B̃ is completely positive and has norm 1. If we identify the new units of Ã and B̃,

then we still have that B̃ ⊂ Ã and it is easy to check that ϕ̃ is a conditional expectation

onto B̃.

4.4.3 Remark. A conditional expectation is a projection onto B. (For unital B this follows

from surjectivitiy and the observation that ϕ(1) is a central projection such that ϕ(B) =

ϕ(1)B. For non-unital B we apply this to ϕ̃ as in Remark 4.4.2.) Conversely, one can show

that any norm-one projection is a conditional expectation; see e.g. [Tak79].

4.4.4 Remark. Let B be unital. Then for any a ∈ A for which a ≥ 1B and ‖a‖ ≤ 1

we have ϕ(a) = 1B. (Indeed, 1B = ϕ(1B) ≤ ϕ(a) = ϕ(1Ba1B) ≤ ‖a‖1B ≤ 1B, whence

0 ≤ ϕ(a)− 1B ≤ 0.) In particular, if A is unital, then ϕ(1A) = 1B.

4.4.5 Observation. Let (Ẽ, ξ̃) denote the GNS-construction of ϕ̃. From
∥∥bξ̃ − ξ̃b

∥∥2
=

ϕ̃(b∗b)− ϕ̃(b∗)b− b∗ϕ̃(b)+ b∗b = 0 for all b ∈ B̃, we conclude that bξ̃ = ξ̃b. In particular, if B
is unital, then we have aξ̃ = aξ̃1B for all a ∈ A (because 〈x, aξ̃〉 = 〈x, aξ̃〉1B = 〈x, aξ̃1B〉 for

all x ∈ Ẽ), so that E = Aξ is a pre-Hilbert A–B–module with a cyclic unit vector ξ = ξ̃1B
such that ϕ(a) = 〈ξ, aξ〉. Moreover, bξ = ξb for all b ∈ B. For unital B we refer, as usual,

to the pair (E, ξ) as the GNS-construction of ϕ.

Notice that in the GNS-construction for a conditional expectation, we may start with

A (instead of A ⊗ B) and turn it into a semi-Hilbert B–module with semiinner product

〈a, a′〉 = ϕ(a∗a′). This is more similar to the GNS-construction for states. We see that also

in this sense the conditional expectations are that generalization of states which behaves

most similar to states.

4.4.6 Example. Let A be a pre–C∗–algebra with a projection p. Then the compression

ϕp : a 7→ pap is a conditional expectation onto the unital pre–C∗–subalgebra pAp of A.

Obviously, the GNS-module is just Ap (i.e. the left ideal in A generated by p), and the

cyclic vector is p. The ideal span
(ApA)

in A generated by p consists precisely of the

finite-rank operators on Ap.

4.4.7 Proposition. ϕp is faithful, if and only if p = 1, whence ϕp = idA.

Proof. If p = 1, then there is nothing to show. Thus, suppose that p is not a unit for A.

If A is unital, then for p⊥ = 1 − p 6= 0 we find ϕp(p
∗
⊥p⊥) = 0 so that ϕp is not faithful.
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If A is non-unital, we consider p⊥ = 1̃ − p ∈ Ã and find again that ϕp(p
∗
⊥p⊥) = 0. By

Cauchy-Schwartz inequalitiy we conclude that ϕp((a− ap)∗(a− ap)) = ϕp((a
∗ap⊥)∗p⊥) = 0.

If ϕp was faithful, then this implies a = ap for all a ∈ A contradicting the assumption that

p is not a unit for A.

4.4.8 Proposition. ϕp is essential, if and only if the ideal span
(ApA)

generated by p is

essential.

Proof. ϕp is essential, if and only if for all a 6= 0 in A there exists a′p in the GNS-module

Ap of ϕp such that aa′p 6= 0 (in A). If this condition is fulfilled, then by Proposition

A.7.3(1) aa′pa′∗ 6= 0, so that span
(ApA)

is essential. On the other hand, if there exists

a ∈ A different from 0 such that aa′p = 0 for all a′ ∈ A, then ac = 0 for all c ∈ span
(ApA)

so that span
(ApA)

is not essential.

4.4.9 Example. We show that an algebraic version of ‘essential’ is not sufficient. Consider

the ∗–algebra C〈x〉 of polynomials in one self-adjoint indeterminate. By p 7→ p(x) we define

a homomorphism from C〈x〉 into the C∗–algebra of continuous functions on the subset

{0} ∪ [1, 2] of R. Denote by A the image of C〈x〉 under this homomorphism. Furthermore,

choose the ideal I in A consisting of all functions which vanish at 0. Clearly, I separates

the points of A. But, the completion of A contains just all continuous functions. These are

no longer separated by I as II{0} ∈ C({0} ∪ [1, 2]) and cII{0} = 0 for all c ∈ I. Another way

to say this is that the conditional expectation ϕ : A → I defined by [ϕ(f)](x) = f(x)− f(0)

(being a homomorphism extending to A, the norm of ϕ is 1) is faithful, but not essential.

4.4.10 Example. Let E be a pre-Hilbert A–B–module where A is a pre–C∗–algebra with

a unital C∗–subalgebra B, and let ξ be a unit vector in E. Then ϕ(a) = 〈ξ, aξ〉 defines a

conditional expectation, if and only if ξ commutes with all b ∈ B.

On the other hand, if E is a pre-Hilbert B–module, then for any unit vector ξ ∈ E

we define a faithful representation j(b) = ξbξ∗ of B on E and ξ intertwines j(b) and b, i.e.

j(b)ξ = ξb. Observe that E is a pre-Hilbert B–B–module via j, if and only if E is isomorphic

to B. Indeed, if j acts non-degenerately, then for all x ∈ E we have x = j(1)x = ξ〈ξ, x〉.
Therefore, ξ 7→ 1 extends as a two-sided isomorphism E → B. In general, p := j(1) = ξξ∗

is only a projection.

By Example 4.4.6, ϕp(a) = pap = j(〈ξ, aξ〉) defines a conditional expectation Ba(E) →
j(B). We could tend to identify B with j(B). (Then ϕp maybe considered as a conditional

expectation Ba(E) → B.) However, if E is the pre-Hilbert A–B–module considered before,

then we have to distinguish clearly between the action of B ⊂ A (which, for instance, is

unital, if 1B = 1A) and j(B).
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4.4.11 Example. We obtain an extension of Example 4.4.10, if we replace B by a pre-

Hilbert B–C–module F , in the following sense. Let again ξ be a unit vector in E. Then

a 7→ (ξ∗¯ id)a(ξ¯ id) defines a conditional expectation Ba(E¯F ) → Ba(F ) (cf. the proof of

Theorem 4.2.18). We denote this conditional expectation by ϕp ¯ id, because its restriction

to Ba(E) ¯ Ba,bil(F ), indeed, maps a ¯ a′ to ϕp(a)a′. Also here we may embed Ba(F ) (in

general, not unit preservingly) into Ba(E ¯ F ) via k : a 7→ (ξ ¯ id)a(ξ∗ ¯ id). We find

(ϕp ¯ id) ◦ k = id and k ◦ (ϕp ¯ id) = ϕp¯id.

In general, unlike for operators on the tensor product of Hilbert spaces we do not have

the possibility to embed Ba(F ) into Ba(E¯F ) unitally. For this it is (more or less) necessary

that E is already a left Ba(F )–module. In order that ϕp¯id defines a conditional expectation

onto this subalgebra, it is necessary and sufficient that ξ ¯ id commutes with Ba(F ).

On the contrary, if F is a two-sided pre-Hilbert B–module, and if ζ is a unit vec-

tor in the center of F (whence, ζ ∈ Ba(B, F ) and ζ∗ are B–B–linear mappings), then

id¯〈ζ, •ζ〉 : a 7→ (id¯ζ∗)a(id¯ζ) defines a conditionally expectation Ba(E ¯ F ) → Ba(E).

Here a 7→ [
(id¯〈ζ, •ζ〉)(a)

]¯ id is, indeed, a conditional expectation Ba(E¯F ) → Ba(E)¯
id ⊂ Ba(E ¯ F ), whereas, ϕid¯ζζ∗ is a conditional expectation Ba(E ¯ F ) → Ba(E)¯ ζζ∗.

4.4.12 Example. We consider the centered pre-Hilbert B–module HB = B⊗H for a unital

pre–C∗–algebra B and for some pre-Hilbert space H and choose a vector Ω ∈ H. Then

ω = 1 ⊗ Ω is in CB(HB) such that by setting ϕ(a) = 〈ω, aω〉 we define a conditional

expectation ϕ : Ba(HB) → B. Clearly, HB is the GNS-module of ϕ and ω its cyclic vector.

(Observe that Ba(HB) contains B ⊗Ba(H) as a strongly dense subalgebra.)

Notice that here B ⊂ Ba(HB) contains the unit of Ba(HB). Now set p = ωω∗ ∈ Ba(HB).

Then ϕp = pap = ωϕ(a)ω∗ = j ◦ ϕ(a) where j(b) = ω∗bω is another faithful but (by

Proposition 4.4.7) usually non-unital representation of B on E. So again the operators b and

j(b) on E are, in general, very much different. However, notice that bj(1) = j(1)b = j(b).

Let assume that B ⊂ B(G), where G is some pre-Hilbert space, and do the Stinespring

representation so that any element a ∈ Ba(HB) may be identified with an operator on

G ⊗ H. In this identification we have p = j(1B) = id⊗ΩΩ∗, whereas 1B = id⊗ id. Notice

that p = ωω∗ shows clearly that p leaves invariant E, whereas this statement appears

already less clear, if we write only p = id⊗ΩΩ∗. Finally, if we start with a submodule

E ⊂ HB ⊂ Ba(G,G ⊗ H), then invarince of E under p = id⊗ΩΩ∗ appears to be unclear,

whereas the statement is clear for p = ωω∗, as soon as ω ∈ E. (This criterion is sufficient,

but not necessary. This follows immediately by considering CB = B with a submodule

E = qB where q is a central projection. Then ω = 1 is not in E, but p = 1, clearly, leaves

invariant E.)

If B = B(G) where G and H are Hilbert space G, then (by strong closure) we obtain the
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usual conditional expectation ϕ : Ba(HB
s
) = B(G ⊗̄ H) → B = B(G). By Example 3.3.4,

Proposition 4.1.13, and Observation 4.4.5 it follows that all normal conditional expectations

from B(H) onto a von Neumann subalgebra isomorphic to B(G) containing the unit of

B(H) must be of the stated form.

4.4.13 Example. Let G be a Hilbert space with ONB
(
ei

)
i∈I and consider the two-sided

von Neumann B(G)–module E = GB(G)
s

= B(G,G ⊗̄ G). By ξ =
∑
i∈I

(ei ⊗ ei)e
∗
i we define

a unit vector in E. The range of the mapping ϕ : B(G) → B(G) defined by setting ϕ(a) =

〈ξ, aξ〉 =
∑
i∈I

ei〈ei, aei〉e∗i is the commutative subalgebra Ce of B(G) consisting of all elements

of the form c =
∑
i∈I

cieie
∗
i (

(
ci

) ∈ `∞). Observe that Ce contains the unit of B(G). Embedding

Ce ⊂ B(G), we see that ϕ is a conditional expectation. One can show that, if G is infinite-

dimensional and separable, then all commutative von Neumann subalgebras (containing the

unit of B(G)) onto which there exists a (normal) conditional expectation are of the form Ce

for a suitable ONB of G; see Stormer [Sto72].

As two-sided von Neumann B(G)–module, E is generated by ξ. (Indeed, eje
∗
i ξeie

∗
k =

(ej ⊗ ei)e
∗
k so that the strongly closed submodule of E generated by ξ contains a dense

subset of the finite-rank operators and, hence, all of E.) However, E is not (the strong

closure of) the GNS-module of ϕ, because the B(G)–Ce–submodule of E generated by ξ is

the strongly closed span of operators of the form (ej ⊗ ei)e
∗
i . Therefore, (the strong closure

of) the GNS-module is the exterior tensor product G⊗̄sCe with the natural action B(G)⊗ id

of B(G) and, of course, ξ =
∑
i∈I

ei ⊗ (eie
∗
i ).

4.4.14 Example. After having investigated conditional expectations from B(H), in some

sense the most noncommutative case, to B(G) and to a commutative algebra Ce, we come

to the purely commutative case, describing the procedure of conditioning in classical prob-

ability.

Let (M, Σ, µ) and (M ′, Σ′, µ′) be probability spaces such that M ′ = M , Σ′ ⊂ Σ, and

µ′ = µ ¹ Σ′. Since the simple functions E(M ′) on M ′ are contained in the simple function

E(M) on M , we find that L∞(M ′) is a (von Neumann) subalgebra of the (von Neumann)

algebra L∞(M). Obviously, 1 = IIM = IIM ′ ∈ L∞(M ′) ⊂ L∞(M). Since µ is a probability

measure, we have E0(M) = E(M) and similarly for M ′. It follows that also L2(M ′) ⊂ L2(M).

By Example B.1.10 the canonical representations of L∞(M (′)) on L2(M (′)) are isometric.

Denote by p ∈ B(L2(M)) the projection onto L2(M ′). Besides having norm 1 and

being (completely) positive, the mapping ϕp : B(L2(M)) → B(L2(M ′)) leaves invariant

L∞(M ′) (indeed, for ψ ∈ L∞(M ′) and f ∈ L2(M ′) we have pψpf = pψf = ψf) so

that the range of ϕp ¹ L∞(M) contains L∞(M ′), and (by a similar computation) ϕp is
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L∞(M ′)–L∞(M ′)–linear. If we show now that ϕp maps into L∞(M ′), then we establish

ϕp as a conditional expectation and, additionally, we see that the GNS-module of ϕp is

B(L2(M ′), L2(M)) with the canonical mapping i : L2(M ′) → L2(M) as cyclic vector. How-

ever, to see this property, we need to work slightly more.

Let ψ ∈ L∞(M). Then µ′ψ : S 7→ ∫
S

ψ(x) µ(dx) is a (C–valued) measure on (M ′, Σ′),

absolutely continuous with respect to µ′. Therefore, by the Radon-Nikodym theorem there

exists a unique element ϕ(ψ) ∈ L∞(M ′) such that µ′ψ(S) =
∫

S
[ϕ(ψ)](x) µ′(dx). Obviously, ϕ

is a conditional expectation. We show that ϕ = ϕp. An operator a on L2(M ′) is determined

by the matrix elements 〈f, ag〉 where f, g ∈ L2(M ′). It is even sufficient to compute 〈f, ag〉
only for f = IIS, g = IIS′ where either S = S ′ ∈ Σ′ or S ∩ S ′ = 0. We find 〈f, ϕp(ψ)g〉 =

〈f, ψg〉 = δSS′
∫

S
ψ(x) µ(dx) = δSS′

∫
S
[ϕ(ψ)](x) µ′(dx) = 〈f, ϕ(ψ)g〉.

The preceding construction depends on the measure µ. It enters the Radon-Nikodym

derivative, but also the projection p changes with µ, because µ determins which pairs

of elements in L2(M) are orthogonal. However, L∞(M) is determined by µ only up to

equivalence of measures (two measures µ and ν are equivalent, if each is absolutely con-

tinuous with respect to the other). We see that there are many conditional expectations

L∞(M) → L∞(M ′). However, by definition of ϕ we see that ϕ leaves invariant the state

ϕµ : ψ 7→ ∫
ψ(x) µ(dx), i.e. ϕµ(ψ) = ϕµ ◦ ϕ(ψ). Equality of ϕ and ϕp also shows that ϕ is

determined uniquely by this invariance condition.



Chapter 5

Kernels

Until now we presented more or less well-known results on Hilbert modules, maybe, in a

new presentation, particularly suitable for our applications. Now we start presenting new

results. The results in this chapter appeared probably first in Barreto, Bhat, Liebscher and

Skeide [BBLS00].

Positive definite kernels on some set S with values in C (i.e. functions k : S × S → C
such that

∑
i,j

cik
σi,σjcj ≥ 0 for all choices of finitely many ci ∈ C, σi ∈ S) are well-established

objects. There are basically two important results on such kernels.

One is the Kolmogorov decomposition which provides us with a Hilbert space H and an

embedding i : S → H (unique, if the set i(S) is total) such that kσ,σ′ = 〈i(s), i(s′)〉. Literally

every dilation theorem in older literature, be it the Stinespring construction for a single com-

pletely positive mapping, be it the reconstruction theorem for quantum stochastic processes

from Accardi, Frigerio and Lewis [AFL82], be it the Daniell-Kolmogorov construction for

classical Markov processes, or be it the construction of the weak dilation of a CP-semigroup

in Bhat and Parthasarathy [BP94, BP95], start by writing down ad hoc a positive definite

kernel, and then show that the Hilbert space obtained by Kolmogorv decomposition carries

the desired structures (for instance, the Stinespring representation in the Stinespring con-

struction; cf. Remark 4.1.9). It is not always easy to establish that the kernel in question is

positive definite. For instance, the construction of a weak Markov flow by Belavkin [Bel85]

(as for the rest, being very similar to that of [BP94]) starts with the assumption that the

kernel be positive definite.

The other main result is that the Schur product of two positive definite kernels (i.e. the

pointwise product on S×S) is again positive definite. Semigroups of such kernels were stud-

ied, for instance, in Guichardet [Gui72] or Parthasarathy and Schmidt [PS72]. The kernel

` obtained by (pointwise) derivative at t = 0 of such a semigroup is conditionally positive

definite (
∑
i,j

ci`
σi,σjcj ≥ 0 for all choices of finitely many ci ∈ C, σi ∈ S such that

∑
i

ci = 0),

87
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and any such kernel defines a positive definite semigroup via (pointwise) exponential.

The goal of this chapter is to find suitable generalizations of the preceding notions to

the B–valued case. Suitable means, of course, that we will have plenty of occasions to see

these notions at work. Positive definite B–valued kernels together with the Kolmogorov

decomposition generalize easily (Section 5.1). They are, however, not sufficient, mainly, be-

cause for noncommutative B the pointwise product of two kernels does not preserve positive

definiteness. For this reason we have to pass to completely positive definite kernels (Section

5.2). These kernels take values in the bounded mappings on the C∗–algebra B, fulfilling a

condition closely related to complete positivity. Instead of the pointwise product of elements

in B we consider the composition (pointwise on S × S) of mappings on B. Also here we

have a Kolmogorov decomposition for a completely positive definite kernel, we may consider

Schur semigroups of such (CPD-semigroups) and their generators (Section 5.4).

Both completely positive mappings and completely positive definite kernels have realiza-

tions as matrix elements with vectors of a suitably constructed two-sided Hilbert module.

In both cases we can understand the composition of two such objects in terms of the ten-

sor product of the underlying Hilbert modules (GNS-modules or Kolmogorov modules). In

fact, we find the results for completely positive definite kernels by reducing the problems to

completely positive mappings (between n × n–matrix algebras) with the help of Lemmata

5.2.1 and 5.4.6, and then applying the crucial Examples 1.7.7 and 4.2.12. In both cases the

tensor product plays a distinguished role. An attempt to realize a whole semigroup, be it

of mappings or of kernels, on the same Hilbert module, leads us directly to the notion of

tensor product systems of Hilbert modules. We follow this idea in Part III.

It is a feature of CPD-semigroups on S that they restrict to (and are straightforward

generalizations of) CP-semigroups, when S = {s} consists of a single element. Sometimes,

the proofs of analogue statements are straightforward analogues. However, often they are

not. In this chapter we put emphasis on the first type of statements which, therefore, will

help us in Part III to analyze product systems. To prove the other type of statements we

have to wait for Part III.

Although slightly different, our notion of completely positive definite kernels is inspired

very much by the corresponding notion in Accardi and Kozyrev [AK99]. The idea to consider

CP-semigroups on Mn(B) (of which the CPD-semigroups “generated” by certain exponential

units as explained in Section 7.3 are a direct generalization) is entirely due to [AK99].
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5.1 Positive definite kernels

5.1.1 Definition. Let S be a set and let B be a pre–C∗–algebra. A B–valued kernel or short

kernel on S is a mapping k : S × S → B. We say a kernel k is positive definite, if

∑

σ,σ′∈S

b∗σk
σ,σ′bσ′ ≥ 0 (5.1.1)

for all choices of bσ ∈ B (σ ∈ S) where only finitely many bσ are different from 0.

5.1.2 Observation. Condition (5.1.1) is equivalent to

∑
i,j

b∗i k
σi,σjbj ≥ 0 (5.1.2)

for all choices of finitely many σi ∈ S, bi ∈ B. To see this, define bσ (σ ∈ S) to be the sum

over all bi for which σi = σ. Then (5.1.2) transforms into (5.1.1). The converse direction is

trivial.

5.1.3 Proposition. Let B be a unital pre–C∗–algebra and let k be a positive definite B–

valued kernel on S. Then there exists a pre-Hilbert B–module E and a mapping i : S → E

such that

kσ,σ′ = 〈i(σ), i(σ′)〉

and E = span
(
i(S)B)

. Moreover, if (E ′, i′) is another pair with these properties, then

i(σ) 7→ i′(σ) establishes an isomorphism E → E ′.

Proof. Let SB denote the free right B–module generated by S (i.e.
⊕
σ∈S

B =
{(

bσ

)
σ∈S

: bσ ∈
B, #{σ ∈ S : bσ 6= 0} < ∞}

or, in other words, SC⊗B where SC is a vector space with basis

S). Then by (5.1.1)

〈(
bσ

)
,
(
b′σ

)〉
=

∑

σ,σ′∈S

b∗σk
ss′b′σ′

defines a semiinner product on SB. We set E = SB/NSB and i(σ) =
(
δσσ′1

)
σ′∈S

+NSB . Then

the pair (E, i) has all desired properties. Uniqueness is clear.

5.1.4 Remark. If B is non-unital, then we still may construct E as before as a quotient of

SC ⊗ B, but we do not have the mapping i. We have, however, a mapping î : S × B → E,

sending (σ, b) to
(
δσσ′b

)
σ′∈S

+NSB , such that b∗kσ,σ′b′ = 〈̂i(σ, b), î(σ′, b′)〉 with similar cyclicity

and uniqueness properties.
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5.1.5 Definition. We refer to the pair (E, i) as the Kolmogorov decomposition for k and to

E as its Kolmogorov module.

5.1.6 Example. For C–valued positive definite kernels we recover the usual Kolmogorov

decomposition. For instance, usual proofs of the Stinespring construction for a completely

positive mapping T : A → Ba(G) start with a Kolmogorov decomposition for the kernel(
(a, g), (a′, g′)

) 7→ 〈g, T (a∗a′)g′〉 on A × G and obtain in this way the pre-Hilbert space

H = E ¯G where E is the GNS-module of T ; cf. Remark 4.1.9.

For B = Ba(F ) for some pre-Hilbert C–module F we recover the Kolmogorov decom-

position in the sense of Murphy [Mur97]. He recovers the module E ¯ F of the KSGNS-

construction for a completely positive mapping T : A → Ba(F ) (cf. Remark 4.2.25) as

Kolmogorov decomposition for the kernel
(
(a, y), (a′, y′)

) 7→ 〈y, T (a∗a′)y′〉 on A× F .

5.2 Completely positive definite kernels

For C–valued kernels there is a positivity preserving product, namely, the Schur product

which consists in multiplying two kernels pointwise. For non-commutative B this operation

is also possible, but will, in general, not preserve positive definiteness. It turns out that

we have to consider kernels which take as values mappings between algebras rather than

kernels with values in algebras. Then the pointwise multiplication in the Schur product is

replaced by pointwise composition of mappings. Of course, this includes the usual Schur

product of C–valued kernels, if we interpret z ∈ C as mapping w 7→ zw on C.

5.2.1 Lemma. Let S be a set and let K : S × S → B(A,B) be a kernel with values in the

bounded mappings between pre–C∗–algebras A and B. Then the following conditions are

equivalent.

1. We have

∑
i,j

b∗i K
σi,σj(a∗i aj)bj ≥ 0

for all choices of finitely many σi ∈ S, ai ∈ A, bi ∈ B.

2. The kernel k : (A×S)× (A×S) → B with k(a,σ),(a′,σ′) = Kσ,σ′(a∗a′) is positive definite.

3. The mapping

a 7−→
∑
i,j

b∗i K
σi,σj(a∗i aaj)bj

is completely positive for all choices of finitely many σi ∈ S, ai ∈ A, bi ∈ B.
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4. For all choices σ1, . . . , σn ∈ S (n ∈ N) the mapping

K(n) :
(
aij

) 7−→ (
Kσi,σj(aij)

)

from Mn(A) to Mn(B) is completely positive.

5. For all choices σ1, . . . , σn ∈ S (n ∈ N) the mapping K(n) is positive.

Moreover, each of these conditions implies the following conditions.

6. The mapping

a 7−→
∑

σ,σ′∈S

b∗σK
σ,σ′(a)bσ′

is completely positive for all choices of bσ ∈ B (σ ∈ S) where only finitely many bσ are

different from 0.

7. The mapping

a 7−→
∑

σ,σ′∈S

Kσ,σ′(a∗σaaσ′)

is completely positive for all choices of aσ ∈ A (σ ∈ S) where only finitely many aσ

are different from 0.

Proof. 1 and 2 are equivalent by Observation 5.1.2.

3 means

∑

k,`∈K

∑
i,j∈I

β∗kb
∗
i K

σi,σj(a∗i α
∗
kα`aj)bjβ` ≥ 0 (5.2.1)

for all finite sets I,K and ai, αk ∈ A and bi, βk ∈ B. To see 3 ⇒ 1 we choose K consisting of

only one element and we replace αk and βk by an approximate unit forA and an approximate

unit for B, respectively. By a similar procedure we see 3 ⇒ 6 and 3 ⇒ 7.

To see 1 ⇒ 3, we choose P = I × K, σ(i,k) = σi, a(i,k) = αkai, and b(i,k) = biβk. Then

(5.2.1) transforms into

∑
p,q∈P

b∗pK
σp,σq(a∗paq)bq ≥ 0,

which is true by 1.

To see 2 ⇒ 4, we do the Kolmogorov decomposition (E, î) for the kernel k in the sense of

Remark 5.1.4. If A and B are unital, then we set xj = î(1, σj,1) ∈ E (j = 1, . . . , n). Then

the mapping in 4 is completely positive by Example 1.7.7. If A and B are not necessarily
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unital, then we set xj = î(uλ, σj, vµ) for some approximate units
(
uλ

)
and

(
vµ

)
for A and

B, respectively, and we obtain the mapping in 4 as limit (pointwise in norm of Mn(B)) of

completely positive mappings.

4 and 5 are equivalent by an application of Corollary 4.1.6 to K(n).

To see 5 ⇒ 1 we apply 5 to the positive element A =
(
a∗i aj

) ∈ Mn(A) which means that〈
B, K(n)(A)B

〉
is positive for all B = (b1, . . . , bn) ∈ Bn and, therefore, implies 1.

5.2.2 Definition. We call a kernel K : S × S → B(A,B) completely positive definite, if it

fulfills one of the Conditions 1 – 5 in Lemma 5.2.1. By KS(A,B) we denote the set of

completely positive definite kernel on S from A to B. If A = B, then we write KS(B). A

kernel fulfilling Condition 6 and Condition 7 in Lemma 5.2.1 is called completely positive

definite for B and completely positive definite for A, respectively.

5.2.3 Theorem. Let A and B be unital, and let K be in KS(A,B). Then there exists a

contractive pre-Hilbert A–B–module E and a mapping i : S → E such that

Kσ,σ′(a) = 〈i(σ), ai(σ′)〉,

and E = span
(Ai(S)B)

. Moreover, if (E ′, i′) is another pair with these properties, then

i(σ) 7→ i′(σ) establishes an isomorphism E → E ′.

Conversely, if E is a contractive pre-Hilbert A–B–module and S a collection of elements

of E, then K defined by setting Kσ,σ′(a) = 〈σ, aσ′〉 is completely positive definite.

5.2.4 Corollary. A kernel K ∈ KS(A,B) is hermitian, i.e. Kσ,σ′(a∗) = Kσ′,σ(a)∗. (This

remains true, also if A and B are not necessarily unital.)

Proof of Theorem 5.2.3. By Proposition 5.1.3 we may do the Kolmogorov decompo-

sition for the kernel k and obtain a pre-Hilbert B–module E with an embedding ik. We

have

〈ik(a′, σ′), ik(aa′′, σ′′)〉 = 〈ik(a∗a′, σ′), ik(a′′, σ′′)〉.

Therefore, by Corollary 1.4.3 setting aik(a
′, σ′) = ik(aa′, σ′) we define a left action of A on

E. This action is non-degenerate, because A is unital, and the unit acts as unit on E. It

is contractive, because all mappings Kσ,σ′ are bounded, so that in the whole construction

we may assume that A is complete. Setting i(σ) = ik(1, σ), the pair (E, i) has the desired

properties.

The converse direction follows from Example 1.7.7.
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5.2.5 Definition. We refer to the pair (E, i) as the Kolmogorov decomposition for K and to

E as its Kolmogorov module.

5.2.6 Observation. If B is a von Neumann algebra, then we may pass to the strong closure

E
s
. It is not necessary that alsoA is a von Neumann algebra, and also ifA is a von Neumann

algebra, then E
s

need not be a two-sided von Neumann module. We see, however, like in

Proposition 4.1.13 that for normal kernels (i.e. all mappings Kσ,σ′ are σ–weak) E
s

is a von

Neumann A–B–module.

Our notion of completely positive definite kernels differs from that given by Accardi and

Kozyrev [AK99]. Their completely positive definite kernels fulfill only our requirement for

kernels completely positive definite for B. The weaker requirement in [AK99] is compensated

by an additional property of their concrete kernel which is mirrored in the assumptions of

the following result.

5.2.7 Lemma. Let A and B be unital, and let K : S × S → B(A,B) be completely positive

definite for B. Let (E, i) denote the Kolmogorov decomposition for the positive definite kernel

kσ,σ′ = Kσ,σ′(1). Assume that for each a ∈ A, σ ∈ S there exist (possibly uncountably many)

σ′ ∈ S, bσ′ ∈ B such that xa,σ =
∑

σ′∈S

i(σ′)bσ′ exists in E
s

in the strong topology (comming

from some faithful representation of B) and fulfills

〈i(σ′′), xa,σ〉 = Kσ′′,σ(a)

for all σ′′ ∈ S. Then K is completely positive definite and E
s

contains the Kolmogorov

decomposition for K as a strongly dense subset.

Proof. The assumptions guarantee that (like in the proof of Theorem 5.2.3) E
s

carries a

contractive strongly total representation of A which fulfills and is determined by ai(σ) =

xa,σ. Therefore, by the second part of Theorem 5.2.3 the kernel K is completely positive

definite. Now the remaining statements are clear.

5.2.8 Remark. The assumptions are fulfilled, for instance, whenever E
s
is a centered mod-

ule. This is the case in [AK99] where A = B = B(G) and the kernel is that of central

exponential units on the symmetric Fock module Γs(L2(R,B(G)) = B
(
G,G ⊗̄ Γ(L2(R))

)
;

see Remark 8.1.7.

Starting from a kernel K ∈ KS(A,B) we may always achieve the assumption to be fulfilled

by passing to a kernel on the set A× S or any subset of A× S generating the Kolmogorov

decomposition of K as right module.



94 Chapter 5. Kernels

5.3 Partial order of kernels

We say, a completely positive mapping T dominates another S, if the difference T −S is also

completely positive. In this case, we write T ≥ S. Obviously, ≥ defines a partial order. As

shown by Arveson [Arv69] in the case of B(G) and extended by Paschke [Pas73] to arbitrary

von Neumann algebras, there is an order isomorphism from the set of all completely positive

mappings dominated by a fixed completely positive mapping T and certain mappings on

the GNS-module of T (or the representation space of the Stinespring representation in the

case of B(G)).

In this section we extend these notions and the result to kernels and their Kolmogorov

decomposition. Theorem 5.3.3 is the basis for Theorem 13.4.3 which provides us with a

powerful tool to establish whether a dilation of a completely positive semigroup is its GNS-

dilation. In Lemma 5.3.2 we need self-duality. So we stay with von Neumann modules.

5.3.1 Definition. We say, a kernel K on S from A to B dominates another kernel L, if the

difference K−L is in KS(A,B). For K ∈ KS(A,B) we denote by DK = {L ∈ KS(A,B) : K ≥
L} the set of all completely positive definite kernels dominated by K.

5.3.2 Lemma. Let A be a unital C∗–algebra, let B be a von Neumann algebra on a Hilbert

space G, and let K ≥ L be kernels in KS(A,B). Let (E, i) denote the Kolmogorov decom-

position for K. Then there exists a unique positive contraction w ∈ Ba,bil(E
s
) such that

Lσ,σ′(a) = 〈i(σ), wai(σ′)〉.

Proof. Let (F, j) denote the GNS-construction for L. As K − L is completely positive,

the mapping v : i(σ) 7→ j(σ) extends to an A–B–linear contraction E → F . Indeed, for

x =
∑
k

aki(σk)bk we find

〈x, x〉 − 〈vx, vy〉 =
∑

k,`

b∗k(K
σk,σ` − Lσk,σ`)(a∗ka`)b` ≥ 0,

such that ‖x‖ ≥ ‖vx‖. By Proposition 3.1.5 v extends further to a contraction E
s → F

s
.

Since von Neumann modules are self-dual, v has an adjoint v∗ ∈ Ba(F
s
, E

s
). Since adjoints

of bilinear mappings and compositions among them are bilinear, too, it follows that also w =

v∗v is bilinear. Of course, 〈i(σ), wai(σ′)〉 = 〈i(σ), v∗vai(σ′)〉 = 〈j(σ), aj(σ′)〉 = Lσ,σ′(a).

5.3.3 Theorem. Let S be a set, let A be a unital C∗–algebra, let B be a von Neumann

algebra on a Hilbert space G, and let K be a kernel in KS(A,B). Denote by (E, i) the

Kolmogorov decomposition of K. Then the mapping O : w 7→ Lw with

Lσ,σ′
w (a) = 〈i(σ), wai(σ′)〉
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establishes an order isomorphism from the positive part of the unit ball in Ba,bil(E
s
) onto

DK.

Moreover, if (F, j) is another pair such that Kσ,σ′(a) = 〈j(σ), aj(σ′)〉, then O is still a

surjective order homomorphism. It is injective, if and only if (F, j) is (unitarily equivalent

to) the Kolmogorov decomposition of K.

Proof. Let us start with the more general (F, j). Clearly, O is order preserving. As E ⊂ F

and Ba(E
s
) = pBa(F

s
)p ⊂ Ba(F

s
) where p is the projection onto E

s
, Lemma 5.3.2 tells us

that O is surjective. If p is non-trivial, then O is certainly not injective, because Lp = L1.

Otherwise, it is injective, because the elements j(σ) are strongly total, hence, separate the

elements of Ba(F
s
). It remains to show that in the latter case also the inverse O−1 is order

preserving. But this follows from Lemma 1.5.2.

5.3.4 Remark. By restriction to completely positive mappings (i.e. #S = 1) we obtain

Paschke’s result [Pas73]. Passing to B = B(G) and doing the Stinespring construction, we

find Arveson’s result [Arv69].

We close with a reconstruction result which is a direct generalization from [AK99]. The

proof is very much the same, but notation and generality differ considerably. Also here it

is a very hidden domination property which keeps things working. But Observation 5.3.6

shows that it is different from the situation discribed before.

If T : A → A is a completely positive mapping, then with K ∈ KS(A,B) also the kernel

K ◦ T is completely positive definite. This is a special case of Theorem 5.4.2, but can also

easily be seen directly. More generally, let (E, i) be the Kolmogorov decomposition of K

and define the kernel KE ∈ KS(Ba(E
s
),B) by setting Kσ,σ′

E (a) = 〈i(σ), ai(σ′)〉. Then for any

completely positive mapping T : A → Ba(E
s
) also the kernel KE ◦ T is in KS(A,B). If T is

unital, then Kσ,σ′(1) = Kσ,σ′
E ◦ T (1). Under the assumptions of Lemma 5.2.7 we have also

the converse result.

5.3.5 Lemma. Let K, L be kernels in KS(A,B) such that K fulfills the assumptions of

Lemma 5.2.7 and Kσ,σ′(1) = Lσ,σ′(1). Then there exists a unique unital completely pos-

itive mapping T : A → Ba(E
s
), such that L = KE ◦ T .

Proof. Recall that i(S) generates E as a right module. Let x =
∑
i

i(σi)bi be an arbitray

element in E. Then (because L(n) is completely positive)
∥∥∥
∑
i,j

b∗i L
σi,σj(a)bj

∥∥∥ ≤ ‖a‖
∥∥∥
∑
i,j

b∗i L
σi,σj(1)bj

∥∥∥ = ‖a‖
∥∥∥
∑
i,j

b∗i K
σi,σj(1)bj

∥∥∥ = ‖a‖ ‖x‖2

for all a ∈ A. In other words, the B–sesquilinear form Aa on E defined, by setting

Aa(i(σ), i(σ′)) = Lσ,σ′(a), fulfills ‖Aa(x, x)‖ ≤ ‖a‖ ‖x‖2. If a ≥ 0, then so is Aa(x, x).
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By (1.2.1) we find ‖Aa(x, y)‖ ≤ ‖a‖ ‖x‖ ‖y‖. Since all a ∈ A can be written as a linear

combination of not more than four positive elements, it follows that Aa is bounded for

all a. By Corollary 1.4.8 there is a unique operator T (a) ∈ Ba(E
s
) such that Lσ,σ′(a) =

Aa(i(σ), i(σ′)) = 〈i(σ), T (a)i(σ′)〉 = Kσ,σ′
E ◦ T (a). Complete positivity of T follows directly

from completely positive definiteness of L.

5.3.6 Observation. If A acts faithfully on E, then certainly K � L, because id−T com-

pletetely positive implies ‖id−T‖ = ‖1− T (1)‖ = 0.

5.4 Schur product and semigroups of kernels

Now we come to products, or better, compositions of kernels. The following definition

generalizes the Schur product of a matrix of mappings and a matrix as discussed in Example

1.7.7.

5.4.1 Definition. Let K ∈ KS(A,B) and let L ∈ KS(B, C). Then the Schur product of L

and K is the kernel L ◦ K ∈ KS(A, C), defined by setting (L ◦ K)σ,σ′(a) = Lσ,σ′ ◦ Kσ,σ′(a).

5.4.2 Theorem. If K and L are completely positive definite, then so is L ◦ K.

Proof. If all algebras are unital, then this follows directly from Theorem 5.2.3 and Ex-

ample 4.2.12. Indeed, by the forward direction of Theorem 5.2.3 we have the Kolmogorov

decompositions (E, i) and (F, j) for K and L, respectively. Like in Example 4.2.12 we find

Lσ,σ′ ◦ Kσ,σ′(a) = 〈i(σ) ¯ j(σ), ai(σ′) ¯ j(σ′)〉 from which (L ◦ K)σ,σ′ is completely positive

definite by the backward direction of Theorem 5.2.3. If the algebras are not necessarily

unital, then (as in the proof of 2 ⇒ 4 in Lemma 5.2.1) we may apply the same argument,

replacing i(σ) by î(uλ, σ, vµ) (and similarly for j) and approximating in this way L ◦ K by

completely positive definite kernels.

5.4.3 Observation. The proof shows that, like the GNS-construction of completely pos-

itive mappings, the Kolmogorov decomposition of the composition L ◦ K can be obtained

from those for K and L. More precisely, we obtain it as the two-sided submodule of E ¯ F

generated by {i(σ)¯ j(σ) : σ ∈ S} and the embedding i¯ j : σ 7→ i(σ)¯ j(σ).

5.4.4 Definition. A family
(
Tt

)
t∈R+

of kernels on S from B to B is called a (uniformly con-

tinuous) Schur semigroup of kernels, if for all σ, σ′ ∈ S the mappings Tσ,σ′
t form a (uniformly

continuous) semigroup on B; see Definition A.5.1. A (uniformly continuous) CPD-semigroup of

kernels, is a (uniformly continuous) Schur semigroup of completely positive definite kernels.

In a similar manner we define Schur C0–semigroups and CPD–C0–semigroups.
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Like for CP-semigroups, the generators of (uniformly continuous) CPD-semigroups can

be characterized by a conditional positivity condition.

5.4.5 Definition. A kernel L on S from B to B is called conditionally completely positive

definite, if

∑
i,j

b∗i L
σi,σj(a∗i aj)bj ≥ 0 (5.4.1)

for all choices of finitely many σi ∈ S, ai, bi ∈ B such that
∑
i

aibi = 0.

5.4.6 Lemma. For a kernel L on S from B to B the following conditions are equivalent.

1. L is conditionally completely positive definite.

2. For all choices σ1, . . . , σn ∈ S (n ∈ N) the mapping

L(n) :
(
aij

) 7−→ (
Lσi,σj(aij)

)

on Mn(B) is conditionally completely positive, i.e. for all Ak, Bk ∈ Mn(B) such that∑
k

AkBk = 0 we have
∑
k,`

Bk∗L(n)(Ak∗A`)B` ≥ 0.

Proof. By Lemma 1.5.2 an element
(
bij

) ∈ Mn(B) is positive, if and only if
∑
i,j

b∗i bijbj ≥ 0

for all b1, . . . , bn ∈ B. Therefore, Condition 2 is equivalent to

∑

i,j,p,q,k,`,r

b∗i b
k∗
pi L

σp,σq(ak∗
rpa

`
rq)b

`
qjbj ≥ 0

for all σ1, . . . , σn ∈ S, b1, . . . , bn ∈ B (n ∈ N), and finitely many
(
ak

ij

) ∈ Mn(A),
(
bk
ij

) ∈
Mn(B) such that

∑
p,k

ak
ipb

k
pj = 0 for all i, j. Assume that 1 is true, choose bi ∈ B, and choose

ak
rp, b

k
pi ∈ B such that

∑
p,k

ak
rpb

k
pi = 0 for all r, i. Then

∑
p,k

ak
rp

(∑
i

bk
pibi

)
= 0 for all r and 1

implies that
∑

i,j,p,q,k,`

b∗i b
k∗
pi L

σp,σq(ak∗
rpa

`
rq)b

`
qjbj ≥ 0 for each r separately. (Formally, we pass to

indices (p, k) and set σ(p,k) = σp as in the proof of Lemma 5.2.1.) Summing over r we find

2.

Conversely, assume that 2 is true and choose ai, bi ∈ B such that
∑
i

aibi = 0. Set

arp = δ1rap and bpi = bp. Then
∑
p

arpbpi = δ1r

∑
p

apbp = 0 for all r, i and 2 implies that

the matrix
( ∑

p,q,r

b∗piL
σp,σq(a∗rparq)bqj

)
i,j

=
(∑

p,q

b∗pL
σp,σq(a∗paq)bq

)
i,j

is positive. As any of the

(equal) diagonal entries
∑
p,q

b∗pL
σp,σq(a∗paq)bq must be positive in B, we find 1.
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5.4.7 Theorem. Let B be a unital C∗–algebra and let S be a set. Then the formula

Tt = etL (5.4.2)

(where the exponential is that for the Schur product of kernels) establishes a one-to-one

correspondence between uniformly continuous CPD-semigroups
(
Tt

)
t∈R+

of positive definite

kernels on S from B to B and hermitian (see Corollary 5.2.4) conditionally completely

positive definite kernels on S from B to B. We say L is the generator of T.

Proof. First of all, let us remark that (5.4.2) establishes a on-to-one correspondence be-

tween uniformly continuous Schur semigroups and kernels L : S × S → B(B). This follows

simply by the same statement for the uniformly continuous semigroups Tσ,σ′
t and their gen-

erators Lσ,σ′ . So the only problem we have to deal with is positivity.

Let T by a CPD-semigroup. By Lemma 5.2.1 (4) this is equivalent to complete positivity

of the semigroup T
(n)
t on Mn(B) for each choice of σ1, . . . , σn ∈ S (n ∈ N). So let us choose

Ak, Bk ∈ Mn(B) such that
∑
k

AkBk = 0. Then

∑

k,`

Bk∗L(n)(Ak∗A`)B` = lim
t→0

1

t

∑

k,`

Bk∗T(n)
t (Ak∗A`)B` ≥ 0.

In other words, L(n) is conditionally completely positive and by Lemma 5.4.6 (2) L is

conditionally completely positive definite. As limit of hermitian kernels, also L must be

hermitian.

Conversely, let L be hermitian and conditionally completely positive definite, so that

L(n) is hermitian and conditionally completely positive for each choice of σ1, . . . , σn ∈ S

(n ∈ N). We follow Evans and Lewis [EL77, Theorem 14.2 (3 ⇒ 1)] to show that T
(n)
t is

positive, which by Lemma 5.2.1 (5) implies that Tt is completely positive definite.

Let A ≥ 0 and B in Mn(B) such that AB = 0. Then by Proposition A.7.3 also
√

AB = 0,

whence B∗L(n)(A)B ≥ 0, because L(n) is conditionally completely positive. Let 0 ≤ ε <∥∥L(n)
∥∥, whence id−εL(n) is invertible. Now let A = A∗ be an arbitrary self-adjoint element in

Mn(B). We show that A ≥ 0 whenever (id−εL(n))(A) ≥ 0, which establishes the hermitian

mapping (id−εL(n))−1 as positive. We write A = A+−A− where A+, A− are unique positive

elements fulfilling A+A− = 0. Therefore, A−L(n)(A+)A− ≥ 0. Hence,

0 ≤ A−(id−εL(n))(A)A− = A−(id−εL(n))(A+)A− − A−(id−εL(n))(A−)A−

= − εA−L(n)(A+)A− − A3
− + εA−L(n)(A−)A−,

whence

A3
− ≤ A3

− + εA−L(n)(A+)A− ≤ εA−L(n)(A−)A−.
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If A− 6= 0, then ‖A−‖3 =
∥∥A3

−
∥∥ ≤ ∥∥εA−L(n)(A−)A−

∥∥ ≤ ε
∥∥L(n)

∥∥ ‖A−‖3 < ‖A−‖3, a

contradiction, whence A− = 0. By Proposition A.5.4 we have T
(n)
t = lim

m→∞
(
1 − t

m
L(n)

)−m

which is positive as limit of compositions of positive mappings.

By appropriate applications of Lemmata 5.2.1 and 5.4.6 to a kernel on a one-element set

S, we find the following well-known result.

5.4.8 Corollary. The formula Tt = etL establishes a one-to-one correspondence between

uniformly continuous CP-semigroups on B (i.e. semigroups of completely positive mappings

on B) and hermitian conditionally completely positive mappings L ∈ B(B).

5.4.9 Observation. A CP-semigroup on a von Neumann algebra is normal, if and only

if its generator is σ–weak. (This follows from the observation that norm limits of σ–weak

mappings are σ–weak.)

We find a simple consequence, by applying this argument to the CP-semigroups T
(n)
t .

5.4.10 Corollary. A CPD-semigroup T on a von Neumann algebra is normal (i.e. each

mapping Tσ,σ′
t is σ–weak), if and only if its generator L is σ–weak.

5.4.11 Remark. It is easily possible to show first Corollary 5.4.8 as in [EL77], and then

apply it to T
(n)
t = etL(n)

to show the statement for CPD-semigroups. Notice, however, that

also in [EL77] in order to show Corollary 5.4.8, it is necessary to know at least parts of

Lemma 5.2.1 in a special case.

We say a CPD-semigroup T dominates another T′ (denoted by T ≥ T′), if Tt ≥ T′t for

all t ∈ T. The following lemma reduces the analysis of the order structure of uniformly

continuous CPD-semigroups to that of the order structure of their generators.

5.4.12 Lemma. Let T and T′ be uniformly continuous CPD-semigroups on S in KS(B)

with generators L and L′, respectively. Then T ≥ T′, if and only if L ≥ L′.

Proof. Since T0 = T′0, we have
Tt−T′t

t
= Tt−T0

t
− T′t−T′0

t
→ L− L′ for t → 0 so that T ≥ T′

certainly implies L ≥ L′. Conversely, assume that L ≥ L′. Choose n ∈ N and σi ∈ S

(i = 1, . . . , n). From the proof of Theorem 5.4.7 we know that (1 − εL(n))−1 ≥ 0 and

(1− εL′(n))−1 ≥ 0 for all sufficiently small ε > 0. Moreover, by Theorem 5.4.2

(1− εL(n))−1 − (1− εL′(n)
)−1 = ε(1− εL(n))−1(L(n) − L′(n)

)(1− εL′(n)
)−1 ≥ 0,

because all three factors are ≥ 0. This implies (1 − t
m

L(n))−m − (1 − t
m

L′(n))−m ≥ 0 for

m sufficiently big. Letting m → ∞, we find T
(n)
t ≥ T′t

(n) and further T ≥ T′ by Lemma

5.2.1(4).
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We close this section with a conjecture (Theorem 5.4.14) for the form of the generators

of a uniformly continuous CPD-semigroup, based on the corresponding results for CP-

semigroups by Christensen and Evans [CE79] which we report in Appendix A.6. One of the

main goals of Part III is to prove Theorem 5.4.14.

Let B be a unital C∗–algebra, let ζ be an element in a pre-Hilbert B–B–module F , and

let β ∈ B. Then

L(b) = 〈ζ, bζ〉+ bβ + β∗b (5.4.3)

is obviously conditionally completely positive and hermitian so that Tt = etL is a uniformly

continuous CP-semigroup. We say the generator of T has Christensen-Evans form (or is a CE-

generator). By Theorem A.6.3 generators L of normal CP-semigroups T on a von Neumann

algebra B have the form (5.4.3) where F is some von Neumann B–B–module. For us it will

be extremely important that F can be chosen in a minimal way, as it follows from Lemma

A.6.1 (and its Corollary A.6.2 which asserts that bounded derivations with values in von

Neumann modules are inner). Therefore, we consider Lemma A.6.1 rather than Theorem

A.6.3 (which is a corollary of lemma A.6.1) as the main result of [CE79].

The results in [CE79] are stated for (even non-unital) C∗–algebras B. However, the proof

runs (more or less) by embedding B into the bidual von Neumann algebra B∗∗. Hence, the

inner product on F takes values in B∗∗ and also β ∈ B∗∗. Only the combinations in (5.4.3)

remain in B. As this causes unpleasant complications in formulations of statements, usually,

we restrict to the case of von Neumann algebras.

What can be the analogue for CPD-semigroups on some set S? Let B be a unital

C∗–algebra, let ζσ (σ ∈ S) be elements in a pre-Hilbert B–B–module F , and let βσ ∈ B
(σ ∈ S). Then the kernel L on S defined, by setting

Lσ,σ′(b) = 〈ζσ, bζσ′〉+ bβσ′ + β∗σb (5.4.4)

is conditionally completely positive definite and hermitian. (The first summand is com-

pletely positive definite. Each of the remaining summands is conditionally completely pos-

itive definite, and the rest follows, because L should be hermitian.)

5.4.13 Definition. A generator L of a uniformly continuous CPD-semigroup has Christen-

sen-Evans form (or is a CE-generator), if it can be written in the form (5.4.4).

5.4.14 Theorem. Let T be a normal uniformly continuous CPD-semigroup on S on a

von Neumann algebra B with generator L. Then there exist a von Neumann B–B–module

F with elements ζσ ∈ F (σ ∈ S), and elements βσ ∈ B (σ ∈ S) such that L has the

Christensen-Evans form in (5.4.4). Moreover, the strongly closed submodule of F generated
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by the derivations dσ(b) = bζσ−ζσb (see Appendix A.6) is determined by L up to (two-sided)

isomorphism.

We prove this Theorem (and semigroup versions of other theorems like Theorem 5.3.3) in

Chapter 13 (after Theorem 13.3.1) with the help of product systems. A direct generalization

of the methods of [CE79] as explained in Appendix A.6 fails, however. This is mainly due

to the following fact.

5.4.15 Observation. Although the von Neumann module F is determined uniquely by the

cyclicity condition in Theorem 5.4.14, the concrete choice neither of ζσ nor of βσ is unique.

This makes it impossible to extend to T what Lemma A.6.1 asserts for T(n) with a fixed

choice of σ1, . . . , σn ∈ S by an inductive limit over finite subsets of S.
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Part II

Fock modules

Fock spaces appear typically as representation spaces of central limit distributions for convo-

lutions of probability laws. For instance, the symmetric Fock space carries a representation

of the classical brownian motion (being ditributed according to the classical gaußian law),

the full Fock space carries a representation of the free brownian motion (being distributed

according to the Wigner law, i.e. the central limit distribution of Voiculescu’s free probability

[Voi87]). The appearence of such Fock spaces in physics is typical for set-ups where we try

to understand the evolution of a small system as an irreversible evolution driven by some

reservoire or heat bath (i.e. a white noise). Nowadays, a huge quantity of new convolutions

appears in continuation, each comming along with a central limit distribution which may be

represented by creators and annihilators on some Fock like space in the vacuum state. This

lead Accardi, Lu and Volovich [ALV97] to the notion of interacting Fock space, an abstrac-

tion with emphasis on the N0–graduation of the space (the creators being homogeneous of

degree 1; see Appendix A.3) and on existence of a cyclic vacuum vector.

Voiculescu [Voi95] generalized free probability to operator-valued free probability and

determined the central limit distribution. Speicher [Spe98] showed that the central limit

distribution may be understood as moments of creators and annihilators on a full Fock

module (introduced independently and for completely different reasons by Pimsner [Pim97]).

For operator valued tensor independence (an independence paralleling classical independence

which works, however, only for centered B–algebras and is, therefore, very restricted) we

showed in Skeide [Ske99a] a central limit theorem and that the central limit distribution

may be realized in the same way on a symmetric Fock module.

In Accardi and Skeide [AS98] we showed that the two aspects, on the one hand, con-

volutions of probability laws, and on the other hand, operator-valued free probability, are

two sides of the same game. Creators and annihilators on an interacting Fock space may

represented by creators and annihilators on a canonically associated full Fock module. (In

some sense also the converse is true.) We discuss this in Chapter 9. The construction, being

very algebraic, makes it necessary to use the new notion of P ∗–algebras from Appendix C.

Of course, it would be interesting to speak about all the probabilistic aspects mentioned

so far, and to show all the central limit theorems. Meanwhile, this would fill, however, a

further book. Therefore, (perhaps, except Section 17.2) we decided to neglect this aspect

completely. We discuss the several Fock modules on their own right.
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We understand all Fock modules as subspaces of the full Fock module, so that Chapter

6 is indispensable for almost everything in the remainder of these notes. The reader who is

only interested in the calculus in Part IV, may skip the remaining chapters of Part II. The

time ordered Fock module is the basic example for a product system. Therefore, the reader

who is interested mainly in Part III should read also Chapter 7. The remaining chapters

of Part II are independent of the rest of these notes. Chapter 8 about the symmetric Fock

module (roughly speaking, a subclass of the time ordered Fock modules, but with more

interesting operators) is interesting to see better the connection with existing work on the

case B = B(G). Starting from Section 8.2 we discuss our realization of the square of white

noise relations (postulated in Accardi, Lu and Volovich [ALV99]) from Accardi and Skeide

[AS00a, AS00b]. In Chapter 9 we present our results on the relation between interacting

Fock spaces and full Fock modules from Accardi and Skeide [AS98].

Contrary to our habits in Parts I and III we, usually, assume that Fock modules F ,

Γ, IΓ, etc. are completed. We do so, because in our main applications completion (for the

calculus in Part IV) or, at least, partial completion (for having product systems in Part III

or in Appendix D) is necessary. By F , Γ, IΓ, etc. we denote purely algebraic Fock modules

(i.e. tensor product and direct sum are algebraic). For intermediate objects we use different

notations to be introduced where they occur. Throughout Part II, B is a unital C∗–algebra.

As a consequence we may or may not assume that a pre-Hilbert B–module is complete, and

all pre-Hilbert B–B–modules are contractive automatically.

The only exceptions of the preceding conventions are Section 8.2 and Chapter 9, where

B is a P ∗–algebra (see Appendix C). Here we cannot speak about completion.



Chapter 6

The full Fock module

6.1 Basic definitions

6.1.1 Definition. Let B be a unital C∗–algebra and let E be a (pre-)Hilbert B–B–module.

Then the full Fock module F(E) over E is the completion of the pre-Hilbert B–B–module

F(E) =
∞⊕

n=0

E¯n

where E¯0 = B and ω = 1 ∈ E¯0 is the vacuum. If B is a von Neumann algebra, then by

F s(E) we denote the von Neumann B–B–module obtained by strong closure of F(E) in the

identification preceding Definition 3.1.1.

6.1.2 Definition. Let x ∈ E. The creation operator (or creator) `∗(x) on F(E) is defined

by setting

`∗(x)xn ¯ · · · ¯ x1 = x¯ xn ¯ · · · ¯ x1

for n ≥ 1 and `∗(x)ω = x. The annihilation operator (or annihilator) is the adjoint operator,

i.e.

`(x)xn ¯ · · · ¯ x1 = 〈x, xn〉xn−1 ¯ · · · ¯ x1

for n ≥ 1 and 0 otherwise. Let T ∈ Ba(E). The conservation operator (or conservator) p(T )

on F(E) is defined by setting

p(T )xn ¯ · · · ¯ x1 = (Txn)¯ xn−1 ¯ · · · ¯ x1

for n ≥ 1 and 0 otherwise.
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6.1.3 Proposition. The mappings x 7→ `∗(x) and T 7→ p(T ) depend B–B–linearly on their

arguments. The mapping x 7→ `(x) depends B–B–anti-linearly on its argument. We have

‖`∗(x)‖ = ‖`(x)‖ = ‖x‖ and ‖p(T )‖ = ‖T‖.
We have

p(TT ′) = p(T )p(T ′) and p(T ∗) = p(T )∗

so that T 7→ p(T ) defines an injective homomorphism of C∗–algebras. Finally, we have the

relations

p(T )`∗(x) = `∗(Tx) `(x)p(T ) = `(T ∗x)

`(x)`∗(x′) = 〈x, x′〉. (6.1.1)

Proof. The other statements being obvious, we only show ‖p(T )‖ = ‖T‖ and postpone

‖`∗(x)‖ = ‖x‖ to the more general statement in Proposition 6.2.5. We have p(T ) = 0⊕ T¯id

on F(E) = Bω ⊕ E ¯̄ F(E). Therefore, ‖p(T )‖ ≤ ‖T‖. On the other hand, p(T ) ¹ E¯1 = T

so that ‖p(T )‖ certainly is not smaller than ‖T‖.

The first formal definitions of full Fock module are due to Pimsner [Pim97] and Speicher

[Spe98]. Pimsner used the full Fock module to define the module analogue OE of the Cuntz

algebras [Cun77] as the C∗–algebra generated by the creators `∗(x) (x ∈ E). In a certain

sense, this C∗–algebra is determined by the generalized Cuntz relations (6.1.1). Speicher,

who introduced also the conservation operators p(T ), considered the full Fock module as a

space for a potential quantum stochastic calculus (an idea which we realize in Part IV). In

[Ske98a] we pointed out that one of the first full Fock modules appeared already in Accardi,

Lu [AL96] in the context of the stochastic limit of quantum field theory. We discuss this in

Appendix D; see also Example 6.1.7.

6.1.4 Definition. For any mapping T ∈ Ba,bil(E) we define its second quantization

F(T ) =
⊕

n∈N0

T¯n ∈ Ba(F(E)) (T¯0 = id).

6.1.5 Example. One of the most important full Fock modules is F(L2(R, F )). In Example

4.3.14 we defined the time shift St in Ba,bil(L2(R, F )) for some Hilbert B–B–module F . The

corresponding second quantized time shift F(St) gives rise to the time shift automorphism

group S on Ba
(F(L2(R, E))

)
, defined by setting

St(a) = F(St)aF(St)
∗.

F(St) is B–B–linear so that S leaves invariant B. By Proposition 4.3.15, S is strongly

continuous.
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By Example 4.4.10, setting E0(a) = 〈ω, aω〉, we define a conditional expectation

E0 : Ba(F(E)) −→ B (⊂ Ba(F(E))),

the vacuum conditional expectation. Clearly, (F(E), ω) is the GNS-construction for E0.

Obviously, E0 is continuous in the strong topology of Ba(F(E)) and the norm topol-

ogy of B. However, by Proposition 3.1.5 E0 is also continuous in the strong topologies of

Ba(F(E)) ⊂ B(F(E) ¯̄ G) and B ⊂ B(G), when B is represented on a Hilbert space G.

In particular, if E is a von Neumann module, then E0 extends to a normal conditional

expectation Ba(F s(E)) → B.

6.1.6 Example. Let E = B(G)⊗ H
s

= B(G,G ⊗̄ H) be an (arbitrary) von Neumann

B(G)–B(G)–module (with Hilbert spaces G,H). By Example 4.2.13 we find F s(E) =

B(G)⊗F(H)
s

= B(G,G ⊗̄ F(H)) where F(H) is (in accordance with Definition 6.1.1)

the usual full Fock space over H. Moreover, F s(E) ¯̄ s G = G ⊗̄ F(H). By Example 3.1.2

we have Ba(F s(E)) = B(G ⊗̄F(H)). In other words, considering operators on the full Fock

module F s(E) ammounts to the same as considering operators on the initial space G tensor

the full Fock space over the center H of E. This fact remains true for other Fock modules

over B(G)–modules. It fails, in general, for modules over other C∗– (or von Neumann)

algebras.

Example 4.4.12 tells us that the vacuum conditional expectation on Ba(F s(E)) is pre-

cisely the identity on B(G) tensor the vacuum expectation 〈Ω, •Ω〉 on F(H). Other op-

erations appearing simple in the module description, appear, however, considerably more

complicated when translated back into the Hilbert space picture. For instance, let x ∈ E

and consider the creator `∗(x) on F s(E). Expanding x =
∑
β∈B

bβ⊗eβ for some ONB
(
eβ

)
β∈B

of H as in Example 4.1.15, we see that `∗(x) corresponds to the operator
∑
β∈B

bβ ⊗ `∗(eβ)

on G ⊗̄ F(H). In general, there is no possibility to write `∗(x) as a single tensor b⊗ `∗(h).

Similarly, expanding an operator T ∈ Ba(E) as T =
∑

β,β′∈B

(1⊗ eβ)bβ,β′(1⊗ eβ′)
∗ we see that

p(T ) corresponds to the operator
∑

β,β′∈B

bβ,β′ ⊗ eβe∗β′ on G ⊗̄ F(H).

6.1.7 Example. Let E denote the completion of the P–P–module E0 from Example 1.6.11.

Then as discussed in Appendix D the limits of the moments of certain field operators con-

verge in the vacuum conditional expextation to the moments of suitable creators and anni-

hilators on the full Fock module F(L2(R, E)).

We mention Corollary 8.4.2, where we realize the relations of the free square of white

noise (introduced by Sniady [Sni00] as a modification of the square of white noise introduced
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by Accardi, Lu and Volovich [ALV99]) by creators and annihilators on a full Fock module

over a P ∗–algebra (see Appendix C).

6.2 The full Fock module as graded Banach space

In this section we apply the notions from Appendices A.2 and A.3 to a graded subspace

Fg(E) of F(E). Following [Ske98b, Ske00d] we introduce the generalized creators, which

are related to this graduation. They appear naturally, if we want to explain why Arveson’s

spectral algebra [Arv90a] is the continuous time analogue of the Cuntz algebra [Cun77] in

Section 12.5 and they allow to describe most conveniently the algebraic consequences of

adaptedness in Section 6.3.

6.2.1 Definition. We define the homogeneous subspaces of F(E) by E(n) = E¯n (n ∈ N0)

and E(n) = {0} (n < 0). We denote by Fg(E) and F1(E) the algebraic direct sum and the

`1–completed direct sum, respectively, over all E(n). In other words, F1(E) consists of all

families
(
x(n)

)
n∈Z (x(n) ∈ E(n)) for which ‖x‖1 =

∑
n∈Z

‖x(n)‖ < ∞. Since ‖x‖ ≤ ‖x‖1, we

have F(E) ⊂ Fg(E) ⊂ F1(E) ⊂ F(E).

6.2.2 Definition. For n ∈ Z we denote by B(n) ⊂ Ba(F(E)) the Banach space consisting

of all operators with offset n in the number of particles, i.e. a(n) ∈ B(n), if a(n)(E¯m) ⊂
E¯(m+n). Also Ba(F(E)) has a natural graded vector subspace Bg with B(n) (n ∈ Z)

being the homogeneous subspaces. Any a ∈ Ba(F(E)) allows a ∗–strong decomposition into

a =
∑
n∈Z

a(n) with a(n) ∈ B(n). We define the Banach space B1 as the `1–completed direct

sum. It consists of all a ∈ Ba(F(E)) for which ‖a‖1 =
∑
n∈Z

‖a(n)‖ < ∞. Again, we have

‖a‖ ≤ ‖a‖1, so that Bg ⊂ B1 ⊂ Ba(F(E)).

We have `∗(x) ∈ B(1), p(T ) ∈ B(0) and `(x) ∈ B(−1). Obviously, B(n)B(m) ⊂ B(n+m)

so that the multiplication on Bg is an even mapping. Notice also that B(n)∗ ⊂ B(−n). By

Lemma A.3.1 B1 is a Banach ∗–algebra. Ba(F(E)) is ∗–strongly complete and, therefore,

so is the closed subspace B(n).

6.2.3 Definition. Let X ∈ F(E). By the generalized creator ̂̀∗(X) we mean the operator

on F(E) defined by setting

̂̀∗(X)Y = X ¯ Y

for Y ∈ E¯n, where we identify F(E) ¯ E¯n as a subset of F(E) in an obvious way (cf.

the proof of Proposition 6.3.1). If ̂̀∗(X) has an adjoint ̂̀(X) on F(E), then we call ̂̀(X)

generalized annihilator .



6.2. The full Fock module as graded Banach space 109

6.2.4 Remark. For Y ∈ E¯n we easily find ‖̂̀∗(X)Y ‖ ≤ ‖X‖ ‖Y ‖. However, ̂̀∗(X) is not

necessarily a bounded operator on F(E). To see this let X =
∞∑

n=0

en

(n+1)α ∈ F(C) (α = 2
3
)

where en is the unit vector 1⊗n ∈ C⊗n. Taking into account that 1
(k+1)(n−k+1)

≥ 2
n2 (n ≥ k)

and 2(2α− 1) = α, we find

‖X ⊗X‖2 =
∥∥∥
∞∑

n=0

en

n∑

k=0

1

(k + 1)α(n− k + 1)α

∥∥∥
2

≥
∥∥∥
∞∑

n=0

enn
2α

n2α

∥∥∥
2

=
∞∑

n=0

4α

nα
= ∞.

Under certain circumstances ̂̀∗(X) is bounded. For X ∈ E(n) we find

̂̀(X)xn+m ¯ . . .¯ x1 = 〈X, xn+m ¯ . . .¯ xm+1〉xm ¯ . . .¯ x1

and ̂̀(X)E¯m = {0}, if m < n.

6.2.5 Proposition. Let X ∈ E(n). Then ̂̀∗(X) ∈ B(n) and ̂̀(X) ∈ B(−n). We have

‖̂̀∗(X)‖ = ‖̂̀(X)‖ = ‖X‖. For T ∈ Ba(E) we have

p(T )̂̀∗(X) = ̂̀∗(p(T )X)

where we consider X also as an element of F(E). Moreover, for Y ∈ E(m) we have

̂̀(X)̂̀∗(Y ) = ̂̀∗(̂̀(X)Y ) or ̂̀(X)̂̀∗(Y ) = ̂̀(̂̀(Y )X)

depending on whether n < m or n > m. For n = m we have

̂̀(X)̂̀∗(Y ) = 〈X,Y 〉. (6.2.1)

Proof. We only show ‖̂̀∗(X)‖ = ‖X‖. This follows easily from (6.2.1), because for Y ∈
F(E) we have ‖̂̀∗(X)Y ‖2 = ‖〈Y, 〈X, X〉Y 〉‖ ≤ ‖〈X, X〉‖ ‖〈Y, Y 〉‖ = ‖X‖2 ‖Y ‖2.

6.2.6 Corollary. For X ∈ F1(E) we have ‖̂̀∗(X)‖1 = ‖̂̀(X)‖1 = ‖X‖1. In particular, we

find for a ∈ B1 that ‖̂̀∗(aω)‖ ≤ ‖̂̀∗(aω)‖1 = ‖aω‖1 ≤ ‖a‖1 so that ̂̀∗(aω) is a well-defined

element of B1 ⊂ Ba(F(E)).

6.2.7 Corollary. Let at ∈ B1 such that t 7→ at is strongly continuous in Ba(F(E)). Then

both mappings t 7→ ̂̀∗(atω) and t 7→ ̂̀(atω) are ‖•‖1–continuous.

Proof. By an argument very similar to the proof of Lemma A.3.2, we see that t 7→ at is

strongly continuous also in B1. Now the statement follows easily from Corollary 6.2.6.

6.2.8 Remark. F1(E), equipped with the multiplication obtained from the multiplication

of the B–tensor algebra Fg(E) (see [Ske98a]) and continuous extension in ‖•‖1, is a Banach

algebra. Corollary 6.2.6 tells us that ̂̀∗ and ̂̀ are an isometric homomorphism and an

isometric (anti-linear) anti-homomorphism, respectively, into B1.
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6.3 Adaptedness

6.3.1 Proposition. Let E, F be Hilbert B–B–modules. Then

F(E ⊕ F ) ∼= F(E) ¯
(
Bω ⊕ F ¯F(E ⊕ F )

)
(6.3.1)

in a canonical way.

Proof. Let n,m ≥ 0, xi ∈ E (i = 1, · · · , n), y ∈ F , zj ∈ E ⊕ F (j = 1, · · · ,m). We easily

check that the mapping, sending (xn¯ . . .¯ x1)¯ (y¯ zm¯ . . .¯ z1) on the right-hand side

to xn ¯ . . .¯ x1 ¯ y ¯ zm ¯ . . .¯ z1 on the left-hand side (and sending (xn ¯ . . .¯ x1)¯ ω

to xn ¯ . . .¯ x1, and ω ¯ (y ¯ zm ¯ . . .¯ z1) to y ¯ zm ¯ . . .¯ z1), and, of course, sending

ω ¯ ω to ω) extends as an isometry onto F(E ⊕ F ).

This factorization was found first for Fock spaces by Fowler [Fow95]. We used it inde-

pendently in [Ske98b] in the context of quantum stochastic calculus, in order to describe

adapted operators.

6.3.2 Definition. An operator a in Ba(F(E ⊕ F )) is called adapted to E, if there is an

operator aE ∈ Ba(F(E)) such that a = (aE ¯ id) in the decomposition according to (6.3.1).

Applying aE¯ id to vectors of the form x¯ω, we see that aE is unique and that ‖aE‖ = ‖a‖.

6.3.3 Observation. By definition, the set of all operators adapted to E is precisely

Ba(F(E))¯ id ∼= Ba(F(E)).

(This identification is an isomorphism of C∗–algebras. The ∗–strong topology is, in general,

not preserved.) The identification is canonical in the sense that it identifies creators to

the same element x ∈ E. Indeed, the creator `∗(x) ∈ Ba(F(E)) (x ∈ E) embedded via

(`∗(x) ¯ id) into Ba(F(E ⊕ F )) coincides with the creator `∗(x) ∈ Ba(F(E ⊕ F )) where

now x is considered as an element of E ⊕ F . The ∗–algebra generated by all creators to

elements x ∈ E is ∗–strongly dense in Ba(F(E)). (To see this, it is sufficient to show

that the ∗–strong closure contains ωω∗, because then it contains F(F(E)) and by Corollary

2.1.11 all of Ba(F(E)). So, let us choose an approximate unit uλ =
nλ∑

k=1

vλ
kwλ

k
∗

for F(E) with

vλ
k , wλ

k ∈ E. Then

ωω∗ = lim
λ

(
1−

nλ∑

k=1

`∗(vλ
k )`(wλ

k)
)

in the ∗–strong topology. Actually, this shows density of the ball in the ball.) Therefore,

we may identify the ∗–subalgebra of Ba(F(E ⊕ F )) consisting of all operators adapted to
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E with the ∗–strong closure in Ba(F(E ⊕F )) of the ∗–algebra generated by all creators on

F(E ⊕ F ) to elements in E ⊂ E ⊕ F .

Under the above isomorphism also the Banach ∗–algebra B1 ⊂ Ba(F(E)) coincides

(isometrically in ‖•‖1) with the Banach ∗–algebra of all elements in B1 ⊂ Ba(F(E ⊕ F ))

which are adapted to E.

Finally, we remark that by Example 4.4.11 the central vector ω in Bω ⊕ F ¯̄ F(E ⊕ F )

defines a conditional expectation ϕ : a 7→ (id¯ω∗)a(id¯ω) onto Ba(F(E)) ⊂ Ba(F(E⊕F ))

and that E0(a) = E0 ◦ ϕ(a).

6.3.4 Corollary. Let x ∈ E, T ∈ Ba(E) and X ∈ F1(E). Then `∗(x), `(x), p(T ), ̂̀∗(X)

and ̂̀(X) are adapted to E. Also the identity is adapted. Moreover, ̂̀∗(X) ∈ B1 is adapted

to E, if and only if X ∈ F1(E).

6.3.5 Lemma. Let a ∈ B1 be adapted to E and T in Ba(F ). Then

a p(T ) = ̂̀∗(aω)p(T ) (6.3.2a)

and

p(T )a = p(T )̂̀(a∗ω). (6.3.2b)

Proof. As (6.3.2b) is more or less the adjoint of (6.3.2a), it is sufficient only to prove

(6.3.2a).

(6.3.2a) follows from the observation that the range of p(T ) is contained in
(
F¯F(E⊕F )

)

and from aEω = aω in the identification F(E) ⊂ F(E ⊕ F ).

6.3.6 Corollary. Let a, b ∈ B1 both be adapted to E and let T, T ′ be in Ba(F ). Then

p(T )ab p(T ′) = p
(
TE0(ab)T ′).

Proof. By Corollary 6.2.6 we may assume that a ∈ B(n) and b ∈ B(m). First, suppose

−n 6= m. Then E0(ab) = 0. Without loss of generality we may assume −n < m. From

Proposition 6.2.5 and Lemma 6.3.5 we find

p(T )ab p(T ′) = ̂̀∗(p(T )̂̀(a∗ω)bω
)
p(T ′) = 0,

because ̂̀(a∗ω)bω is an element of E¯(n+m) and T vanishes on E. If n = m, we find

p(T )ab p(T ′) = p(T )̂̀(a∗ω)̂̀∗(bω)p(T ′) = p(T )E0(ab)p(T ′). Therefore, in both cases we

obtain our claimed result.
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6.3.7 Corollary. Suppose a ∈ B(0) is adapted to E and T ∈ Ba(F ). Then

a p(T ) = E0(a)p(T ).

6.3.8 Observation. Let F be a Hilbert B–B–module and denote Et = L2((−∞, t], F ),

E = E∞ = L2(R, F ), and, more generally, EK = L2(K,F ) for measurable subsets K of R.

Suppose a ∈ Ba(F(E)) is adapted to ER+ . Then for all t ∈ R+ also St(a) is adapted to

ER+ . This follows from the factorization

F(E) = F(ER+) ¯
(
Bω ⊕ ER− ¯F(E)

)

= F(E[t,∞)) ¯
(
Bω ⊕ E[0,t] ¯F(ER+)

)
¯

(
Bω ⊕ ER− ¯F(E)

)
,

which shows that after time shift a acts only on the very first factor. We conclude that(
St

)
t∈R+

restricts to a unital endomorphism semigroup, i.e. an E0–semigroup (see Section

10.1), on Ba(F(ER+)) ¯ id ∼= Ba(F(ER+)). Since by Example 6.1.5 S is continuous in

the strong topology of Ba(F(E)), it is a fortiori continuous in the strong topology of

Ba(F(ER+)). Clearly, also here the extension to an E0–semigroup on the von Neumann

algebra Ba(F s(ER+)) consists of normal mappings.



Chapter 7

The time ordered Fock module

The time ordered Fock modules were introduced in Bhat and Skeide [BS00] as the basic

examples for product systems of Hilbert modules, paralleling the fact that symmetric Fock

spaces are the basic examples of Arveson’s tensor product systems of Hilbert spaces [Arv89a].

After defining time ordered Fock modules and establishing their basic properties like the

factorization into tensor products (Section 7.1), we investigate exponential vectors (Section

7.2). In Section 7.3 we show that the continuous units for the time ordered Fock mod-

ule are precisely the exponential units and their renormalizations (Liebscher and Skeide

[LS00b]). This parallels completely the case of symmetric Fock spaces, except that here

the renormalization is considerably more complicated. In Section 7.4 we throw a bridge to

CPD-semigroups. In Section 7.5 we present an example from Skeide [Ske99c] where we look

at modules over C2, the diagonal subalgebra of M2.

7.1 Basic properties

As the name tells us, the construction of the time ordered Fock module is connected with

the time structure of its one-particle sector L2(R, F ). We take this into account by speaking

of the time ordered Fock module over F rather than over L2(R, F ). Additionally, we are

interested mainly in the real half-line R+ and include also this in the definition.

7.1.1 Definition. By ∆n we denote the indicator function of the subset
{
(tn, . . . , t1) : tn >

. . . > t1
}

of Rn. Let B be a unital C∗–algebra, let F be a Hilbert B–B–module and set

E = L2(R, F ). (We use also the other notations from Observation 6.3.8.) By Observation

4.3.11 ∆n acts as a projection on E ¯̄ n = L2(Rn, F ¯̄ n). We call the range of ∆n applied

E ¯̄ n (or some submodule) the time ordered part of E ¯̄ n (or of this submodule).

The time ordered Fock module over F is IΓ(F ) = ∆F(ER+) ⊂ F(ER+) where ∆ =
∞⊕

n=0

∆n

is the projection onto the time ordered part of F(E). The extended time ordered Fock module is

113
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ĬΓ(F ) = ∆F(E). We use the notations IΓt(F ) = ∆F(E[0,t)) (t ≥ 0) and IΓK(F ) = ∆F(EK)

(K a measurable subset of R). If B is a von Neumann algebra on a Hilbert space G, then

we indicate the strong closure by IΓs, etc. .

The algebraic time ordered Fock module is IΓ(F ) = ∆F(S(R+, F )) (where here F maybe

only a pre-Hilbert module). Observe that IΓ(F ) is not a subset of F(S(R+, F )) (unless F¯2

is trivial).

Definition 7.1.1 and the factorization in Theorem 7.1.3 are due to [BS00]. The time or-

dered Fock module is a straightforward generalization to Hilbert modules of the Guichardet

picture of symmetric Fock space [Gui72] and the generalization to the higher-dimensional

case discussed by Schürmann [Sch93] and Bhat [Bha98].

7.1.2 Observation. The time shift S leaves invariant the projection ∆ ∈ Ba(F(E)).

It follows that S restricts to an automorphism group on Ba(ĬΓ(F )) and further to an

E0–semigroup Ba(IΓ(F )) (of course, both strongly continuous and normal in the case of

von Neuman modules).

The following theorem is the analogue of the well-known factorization Γ(L2([0, s+ t])) =

Γ(L2([t, s + t])) ⊗ Γ(L2([0, t])) of the symmetric Fock space. However, in the theory of

product systems, be it of Hilbert spaces in the sense of Arveson [Arv89a] or of Hilbert

modules in the sense of Part III (of which the time ordered Fock modules show to be

the most fundamental examples), we put emphasis on the length of intervals rather than

on their absolute position on the half line. (We comment on this crucial difference in

Observation B.3.4.) Therefore, we are more interested to write the above factorization in

the form Γ(L2([0, s + t])) = Γ(L2([0, s])) ⊗ Γ(L2([0, t])), where the first factor has first to

be time shifted by t. Adopting this way of thinking (where the time shift is encoded in the

tensor product) has enormous advantages in many formulae. We will use it consequently

throughout. Observe that, contrary to all good manners, we write the future in the first

place and the past in the second. This order is forced upon us and, in fact, we will see soon

that for Hilbert modules the order is no longer arbitrary.

7.1.3 Theorem. The mapping ust, defined by setting

[ust(Xs ¯ Yt)](sm, . . . , s1, tn, . . . , t1) = [F(St)Xs](sm, . . . , s1)¯ Yt(tn, . . . , t1)

= Xs(sm − t, . . . , s1 − t)¯ Yt(tn, . . . , t1), (7.1.1)

(s + t ≥ sm ≥ · · · ≥ s1 ≥ t ≥ tn ≥ · · · ≥ t1 ≥ 0, Xs ∈ ∆mE¯m
[0,s], Yt ∈ ∆nE

¯n
[0,t] extends as a

two-sided isomorphism IΓs(F ) ¯ IΓt(F ) → IΓs+t(F ). It extends to two-sided isomorphisms

IΓs(F ) ¯̄ IΓt(F ) → IΓs+t(F ) and IΓs
s(F ) ¯̄ s IΓs

t(F ) → IΓs
s+t(F ), respectively. Moreover,

ur(s+t)(id¯ust) = u(r+s)t)(urs ¯ id).
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Proof. The extension properties are obvious. So let us show (7.1.1).

First, recall that the time shift F(St) sends IΓs onto IΓ[t,t+s). Therefore, the function

ust(Xs ¯ Yt) is in ∆n+mE¯m+n
[0,s+t) ⊂ IΓs+t. A simple computation (doing the integrations over

sm, . . . , s1 first and involving a time shift by −t) shows that ust is an isometric mapping.

Of course, all ust are B–B–linear and fulfill the associativity condition.

It remains to show that ust is surjective. E¯n
[s+t) is spanned by functions of the form X =

II [sn,tn)ζn¯. . .¯II [s1,t1)ζ1 (ζ1, . . . , ζn ∈ F ). Since we are interested in ∆nE
¯n
[s+t) only, (splitting

an interval into two, if necessary) we may restrict to the case where for each i = 1, . . . , n−1

either si+1 ≥ ti or si+1 = si, ti+1 = ti. Furthermore, (by the same argument) we may assume,

that s1 ≥ t, or that there exists m (1 ≤ m < n) such that tm ≤ t and sm+1 ≥ t, or that

tn ≤ t. In the first case we have ∆nX ∈ IΓ[t,t+s) so that ∆nX = ust(F(S
−1
t )∆nX¯ω) is in the

range of ust. Similarly, in the third case ∆nX ∈ IΓt so that ∆nX = ust(ω ¯∆nX) is in the

range of ust. In the second case we set Y2 = ∆n−mII [sn,tn)ζn¯ . . .¯II [sm+1,tm+1)ζm+1 ∈ IΓ[t,t+s)

and Y1 = ∆mII [sm,tm)ζm¯ . . .¯II [s1,t1)ζ1 ∈ IΓt. Again, we see that ∆nX = ust(F(S
−1
t )Y2¯Y1)

is in the range of ust.

7.1.4 Observation. Letting in the preceding computation formally s → ∞, we see that

(7.1.1) defines a two-sided isomorphism ut : IΓ(F )¯IΓt(F ) → IΓ(F ). We have us+t(id¯ust) =

ut(us ¯ id). In the sequel, we no longer write ust nor ut and just use the identifications

IΓs(F )¯ IΓt(F ) = IΓs+t(F ) and IΓ(F )¯ IΓt(F ) = IΓ(F ). Notice that in the second identifi-

cation St(a) = a¯ idIΓt(F ) ∈ Ba(IΓ(F )¯ IΓt(F )) = Ba(IΓ(F )). We explain this more detailed

in a more general context in Sections 11.4 and 14.1.

7.2 Exponential vectors

In the symmetric Fock space we may define an exponential vector to any element in the

one-particle sector. In the time ordered Fock module we must be more careful.

7.2.1 Definition. Let x ∈ S(R+, F ). We define the exponential vector ψ(x) ∈ IΓ(F ) as

ψ(x) =
∞∑

n=0

∆nx
¯n

with x¯0 = ω. (Observe that if x has support [0, t] and ‖x(s)‖ ≤ c ∈ R+, then ‖∆nx¯n‖2 ≤
tnc2n

n!
where tn

n!
is the volume of the set {(tn, . . . , t1) : t ≥ tn ≥ . . . ≥ t1 ≥ 0} so that

‖ψ(x)‖2 ≤ etc2 < ∞.)
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Let t = (tn, . . . , t1) ∈ It as defined in Appendix B.3, put t0 = 0, and let x =
n∑

i=1

ζiII [ti−1,ti).

Then we easily check

ψ(x) = ψ(ζnII [0,tn−tn−1))¯ . . .¯ ψ(ζ1II [0,t1−t0)). (7.2.1)

7.2.2 Theorem. For all t ∈ [0,∞] the exponential vectors to elements x ∈ S([0, t], F ) form

a total subset of IΓt(F ).

Proof. We are done, if we show that the span of all ψ(x) contains all ∆nX to functions

X ∈ L2([0, t]n, F ¯̄ n) chosen as in the proof of Theorem 7.1.3.

In the case when all intervals [si, ti) appear precisely once, we may assume (possibly

after having inserted additional intervals where ζi = 0) that tn = t and that si = ti−1. In

other words, (tn, . . . , t1) ∈ It and we are in the situation of (7.2.1). Replacing ζi with λiζi

and differentiating with respect to all λi (what, of course, is possible) and evaluating at

λ1 = λn = 0 we find ∆nX.

For the remaing cases it is sufficient to understand X = ∆nζn¯ . . .¯ ζ1II [0,t)n separately.

Making use of L2(Rn
+) = L2(R+) ⊗̄ n, we write

II [0,t)n = II⊗n
[0,t) =

( N∑
i=1

II[t i−1
N

,t i
N )

)⊗n

=
N∑

in,... ,i1=1

II[t in−1
N

,t in
N ) ⊗ . . .⊗ II[t i1−1

N
,t

i1
N ).

Applying ∆n, only summands with N ≥ in ≥ . . . ≥ i1 ≥ 1 contribute. For all summands

where N ≥ in > . . . > i1 ≥ 1, we are reduced to the preceding case (including the factor

ζn ¯ . . . ¯ ζ1). Let us show that the remaining summands are negligible, if N tends to ∞.

For simplicity, we assume ‖ζn ¯ . . .¯ ζ1‖ = 1. Since ∆n is a projection, we have

‖X‖2 ≤
∑

N≥in≥...≥i1≥1

(
t
N

)n
=

(
N+n−1

n

)(
t
N

)n ≤
N∑

in,... ,i1=1

(
t
N

)n
= tn.

If we sum only over N ≥ in > . . . > i1 ≥ 1, then we miss all cases where ik = ik+1 for at

least one k ≤ n− 1. If we fix k, then the remaining sum has
(

N+n−2
n−1

)
summands. We have

n− 1 possibilities to choose k. So the number (n− 1)
(

N+n−2
n−1

)
is, maybe, bigger (because we

have counted some summands more than once), but certainly not smaller than the number

of omitted summands. We find

∥∥∥
[ ∑

N≥in≥...≥i1≥1

− ∑
N≥in>...>i1≥1

]
ζn ¯ . . .¯ ζ1II[t in−1

N
,t in

N ) ⊗ . . .⊗ II[t i1−1
N

,t
i1
N )

∥∥∥
2

≤ (n− 1)
(

N+n−2
n−1

)(
t
N

)n
= n(n−1)

N+n−1

(
N+n−1

n

)(
t
N

)n ≤ n(n−1)
N+n−1

tn.

Clearly, this tends to 0 for N →∞.
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7.2.3 Corollary. Denote by p01
t the projection onto the 0– and 1–particle sector of IΓt. For

t ∈ It set

p01
t = p01

tn−tn−1
¯ . . .¯ p01

t2−t1
¯ p01

t1
.

Then p01
t → idIΓt strongly over the increasing net It.

Proof. Observe that the net p01
t of projections is increasing (and, of course, bounded by

idIΓt). Therfore, it is sufficient to check strong convergence on the total subset of exponential

vectors ψ(x). By (7.2.1) we may even restrict to x = ζII [0,s). Splitting the interval [0, s)

into n and taking into account that the contributions orthogonal to the 0– and 1–particle

sector are of order s2 (cf. (7.3.4)), our claim follows by a similar estimate as in the proof of

Proposition A.5.4.

7.2.4 Remark. Obviously, the definition of the exponential vectors extends to elements

x ∈ L∞(R+, F ) ∩ L2(R+, F ). It is also not difficult to see that it makes sense for Bochner

square integrable functions x ∈ L2
B(R+, F ). (ψ(x) depends continuously on x in L2

B–norm.)

It is, however, unclear, whether it is possible to define ψ(x) for arbitrary x ∈ L2(R+, F ).

We can only say that if x ∈ E[0,s], y ∈ E[0,t] are such that ψ(x), ψ(y) exist, then ψ(Stx⊕y) =

ψ(x)¯ ψ(y) exists, too.

7.3 Exponential units and their renormalizations

We have seen, for instance, in the proof of Corollary 7.2.3, that the exponential vectors

ξt = ψ(ζII [0,t)) play a distinguished role. They fulfill the factorization

ξs ¯ ξt = ξs+t (7.3.1)

and ξ0 = ω. In accordance with Definition 11.2.1 we call such a family ξ¯ =
(
ξt

)
t∈R+

a

unit. Notice that Tt(b) = 〈ξt, bξt〉 defines a CP-semigroup on B (see Proposition 11.2.3).

Additionally, ψ(ζII [0,t)) depends continuously on t so that the corresponding semigroup is

uniformly continuous (cf. Theorem 11.6.7). We ask, whether there are other continuous

units ξ¯ than these exponential units. The answer is given by the following two theorems

from Liebscher and Skeide [LS00b].

7.3.1 Theorem. Let β ∈ B, ζ ∈ F , and let ξ0 =
(
ξ0
t

)
t∈R+

with ξ0
t = etβ be the uniformly

continuous semigroup in B with generator β. Then ξ¯(β, ζ) =
(
ξt(β, ζ)

)
t∈R+

with the com-

ponent ξn
t of ξt(β, ζ) ∈ IΓt in the n–particle sector defined as

ξn
t (tn, . . . , t1) = ξ0

t−tnζ ¯ ξ0
tn−tn−1

ζ ¯ . . .¯ ξ0
t2−t1

ζξ0
t1

(7.3.2)
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(and, of course, ξ0
t for n = 0), is a unit. Moreover, both functions t 7→ ξt ∈ IΓ(F ) and

the CP-semigroup T (β,ξ) with T
(β,ξ)
t = 〈ξt(β, ξ), •ξt(β, ξ)〉 are uniformly continuous and the

generator of T (β,ξ) is

b 7−→ 〈ζ, bζ〉+ bβ + β∗b. (7.3.3)

Proof. For simplicity we write ξt(β, ξ) = ξt. ξ0
t is bounded by et‖β‖ so that

‖ξn
t ‖ ≤ et‖β‖

√
tn ‖ζ‖2n

n!
. (7.3.4)

In other words, the components ξn
t are summable to a vector ξt ∈ IΓt with norm not bigger

than et
(
‖β‖+ ‖ζ‖2

2

)
.

Of course, (ξs ¯ ξt)
k =

k∑
`=0

ξk−`
s ¯ ξ`

t . Evaluating at a concrete tuple (rk, . . . , r1), there

remains only one summand, namely, that where r` < t and r`+1 ≥ t. (If r1 > t, then there

is nothing to show.) By (7.3.2), this remaining summand equals ξk
s+t(rk, . . . , r1), so that ξt

fulfills (7.3.1). We conclude further that ‖ξt+ε − ξt‖ = ‖(ξε − ω)¯ ξt‖ ≤ ‖ξε − ω‖ ‖ξt‖ so

that t 7→ ξt (and, therefore, also T (β,ξ)) is continuous, because

‖ξε − ω‖ ≤
∥∥ξε − ξ0

ε

∥∥ +
∥∥ξ0

ε − ω
∥∥ ≤ eε

(
‖β‖+ ‖ζ‖2

2

)
− 1 +

∥∥eεβ − 1
∥∥ .

For the generator we have to compute d
dt

∣∣
t=0
〈ξt, bξt〉. It is easy to see from (7.3.4) that

the components ξn for n ≥ 2 do not contribute. For the component along the vacuum we

have d
dt

∣∣
t=0
〈ξ0

t , bξ
0
t 〉 = bβ + β∗b. For the component in the one-particle sector we find (after

a substitution s → t− s)

d

dt

∣∣∣
t=0
〈ξ1

t , bξ
1
t 〉 =

d

dt

∣∣∣
t=0

∫ t

0

〈e(t−s)βζesβ, be(t−s)βζesβ〉 ds

=
d

dt

∣∣∣
t=0

[
etβ∗

(∫ t

0

〈esβζe−sβ, besβζe−sβ〉 ds
)
etβ

]
= 〈ζ, bζ〉.

From this the form of the generator follows.

7.3.2 Remark. We see that the generator of T (β,ζ) has Christensen-Evans form.

7.3.3 Remark. The exponential unit ψ(ζII [0,t)) correspond to ξt(0, ζ). We may consider

ξt(β, ζ) as ξ(0, ζ) renormalized by the semigroup etβ. This is motivated by the observation

that for B = C all factors e(ti−ti−1)β in (7.3.2) come together and give etβ. The other way

round, in the noncommutative context we have to distribute the normalizing factor etβ over

the time intervals [ti−1, ti).
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Now we show the converse of Theorem 7.3.1.

7.3.4 Theorem. Let ξ¯ be a unit such that t 7→ ξt ∈ IΓ(F ) is a continuous function. Then

there exist unique β ∈ B and ζ ∈ F such that ξt = ξt(β, ζ) as defined by (7.3.2).

Proof. (i) ξt is continuous, hence, so is ξ0
t = 〈ω, ξt〉. Moreover, ξ0

sξ
0
t = ξ0

s ¯ ξ0
t = ξ0

s+t so

that ξ0
t = etβ is a uniformly continuous semigroup in B with a unique generator β ∈ B.

(ii) As observed in a special case in [Lie00b], any unit is determined by its components

ξ0 and ξ1. (This follows from Corollary 7.2.3.) So we are done, if we show that ξ1 has the

desired form.

(iii) For each f ∈ L2(R+) we define the mapping f ∗⊗ id as in Example 4.3.9. Recall from

(4.3.3) that ((Stf)∗⊗id)Stx = (f ∗⊗id)x. Therefore, defining the function λ(t) = (II∗[0,t]⊗id)ξ1
t

and taking into account ξ1
s+t = ξ0

s ¯ ξ1
t + ξ1

s ¯ ξ0
t = esβξ1

t + Stξ
1
se

tβ we find

λ(s + t) = esβλ(t) + λ(s)etβ.

Observe that t 7→ λ(t) is continuous, because ξ1
t is continuous, II∗[0,t] ⊗ id is bounded and

(II∗[0,t] ⊗ id)ξ1
t = (II∗[0,t+s] ⊗ id)ξ1

t for all s ≥ 0. Differentiating

eTβ

∫ T+t

T

e−sβλ(s) ds =

∫ t

0

e−sβλ(s + T ) ds = tλ(T ) +

∫ t

0

e−sβλ(s)eTβ ds

with respect to T , we see that λ is (abitrarily) continuously differentiable.

(iv) For T ≥ 0 we have

2N∑
i=1

II [T i−1

2N ,T i

2N ]
2N

T
(II∗

[T i−1

2N ,T i

2N ]
⊗ id)x −→ II [0,T ]x

as N →∞ for all x ∈ ER+ . (
2N∑
i=1

II [T i−1

2N ,T i

2N ]
2N

T
II∗

[T i−1

2N ,T i

2N ]
is an increasing net of projections

on L2(R+) converging strongly to the projection II [0,T ] onto L2([0, T ]). Now the statement

follows by Corollary 4.3.5.) Applying this to ξ1
T and taking into account that (II∗[s,t]⊗ id)ξ1

T =

e(T−t)βλ(t− s)esβ for s ≤ t ≤ T , we find

ξ1
T = lim

N→∞

2N∑
i=1

II [T i−1

2N ,T i

2N ]
2N

T
(II∗

[T i−1

2N ,T i

2N ]
⊗ id)ξ1

T

= lim
N→∞

2N∑
i=1

II [T i−1

2N ,T i

2N ]
2N

T
eT 2N−i

2N βλ
(

T
2N

)
eT i−1

2N β = lim
N→∞

2N∑
i=1

II [T i−1

2N ,T i

2N ]e
T 2N−i

2N βλ′(0)eT i−1

2N β.

Putting ζ = λ′(0), by Proposition B.4.2 the sum converges in L∞–norm, hence, a fortiori

in L2–norm of ET , to the function t 7→ e(T−t)βζetβ, which is stated for ξ1
T in (7.3.2).
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7.3.5 Observation. In the case of a von Neumann module F , Theorem 7.3.4 remains true

also, if we allow ξt to be in the bigger space IΓs
t(F ). This is so, because the construction

of the function λ in step 7.3 of the proof together with all its properties, in particular, the

construction of ζ = λ′(0), works as before.

7.3.6 Remark. Fixing a semigroup ξ0 and an element ζ in F , Equation (7.3.2) gives more

general units. For that it is sufficient, if ξ0 is bounded by Cect for suitable constants C, c (so

that ξn
t are summable). The following example shows that we may not hope to generalize

Theorem 7.3.4 to units which are continuous in a weaker topology only.

7.3.7 Example. Let F = B = B
(
Γ−

)
where we set Γ− = Γ(L2(R−)). Then, IΓ(B) = B ⊗

IΓ(C) = B⊗ Γ(L2(R+)), because B¯B = B and IΓ(C) ∼= Γ(L2(R+)). We consider elements

b⊗f in IΓ(B) as operators g 7→ bg⊗f in IΓs(B) := B(Γ−, Γ−⊗ IΓ(C)). Clearly, IΓs(B) is the

strong closure of IΓ(B). Similarly, let IΓs
t(B) denote the strong closures B(Γ−, Γ− ⊗ IΓt(C))

of IΓt(B). It is noteworthy that the IΓs
t form a product system even in the algebraic sense.

To see this, observe that by Example 4.2.13 for x ∈ IΓs
s(B), y ∈ IΓs

t(B) we have x ¯ y =

(x ⊗ id)y ∈ IΓs
s+t. So let z ∈ IΓs

s+t, and let u be a unitary in IΓs
s(B). Then (u∗ ⊗ id)z is in

IΓs
t(B) such that z = (u⊗ id)(u∗ ⊗ id)z = u¯ ((u∗ ⊗ id)z).

Replacing everywhere the members IΓt(C) of the product system IΓ¯(C) by the members

Γt of the isomorphic product system
(
Γt

)
(and keeping the notation IΓs

t(B)), we see that

units correspond to cocycles of type (H) as introduced in Liebscher [Lie00b]. An example is

the second quantized mirrored shift ξt = Γ(τt) ∈ B
(
Γ(L2(R−), Γ(L2(R− ∪ [0, t]))

)
= IΓs

t(B),

where

τtf(s) =





f(s− t) s < 0

f(−s) 0 ≤ s ≤ t.

(Observe that time reflection on the level of time ordered Fock space is a quite terrible

operation which is most incompatible with the projection ∆ and, therefore, cannot easily

be second quantized. Here we mean exclusively second quantization on the symmteric Fock

space. See Chapter 8.) A calculation shows that for an exponential vector ψ(f) to a

continuous function f ∈ L2(R+)

ζψ(f) = lim
r↘0

ξ1
r (0)ψ(f) = ψ(f)f(0)

is only a distribution (a nonclosable operator, a boundary condition). Clearly, ζ /∈ B.
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7.4 CPD-semigroups and totalizing sets of units

Let

IΓUc
t (F ) = span

{
bnξtn(βn, ζn)¯ . . .¯ b1ξt1(β1, ζ1)b0

∣∣
t ∈ Jt; b0, . . . , bn, β1, . . . , βn ∈ B; ζ1, . . . , ζn ∈ F

}
.

Then IΓUc
s (F ) ¯ IΓUc

t (F ) = IΓUc
s+t(F ) by restriction of ust. (Cf. also Proposition 11.2.4.)

By Uc(F ) we denote the set of all contiuous units of IΓ(F ). Theorem 7.3.4 tells us that

Uc(F ) = B × F .

Let ξ¯, ξ′¯ be two units. Obviously, also the mappings b 7→ 〈ξt, bξ
′
t〉 form a semigroup

on B (of course, in general not CP; cf. again Proposition 11.2.3). If ξt, ξ
′
t are continuous,

then so is the semigroup. Another way to say this is that the kernels

Tt : Uc(F )× Uc(F ) −→ T
(β,ζ),(β,′ζ′)
t = 〈ξt(β, ζ), •ξt(β

′, ζ ′)〉

form a uniformly continuous CPD-semigroup T of kernels on Uc(F ) from B to B in the sense

of Definition 5.4.4. Similar to the proof of (7.3.3) we show that the generator L of T is given

by

L(β,ζ),(β,′ζ′)(b) = 〈ζ, bζ ′〉+ bβ′ + β∗b (7.4.1)

i.e. it T has a CE-generator. By Theorem 5.4.7 L is a conditionally completely positive

definite kernel. Of course, it is an easy exercise to check this directly.

Theorem 7.2.2 tells us that the tensor products

ξtn(0, ζn)¯ . . .¯ ξt1(0, ζ1) (7.4.2)

(t1 + . . . + tn = t) form a total subset of IΓt(F ). Therefore, the closed linear span of such

vectors contains also the units ξ¯(β, ζ). But, we can specify the approximation much better

7.4.1 Lemma. Let ξ¯(β, ξ), ξ¯(β′, ξ′) be two continuous units.

1. For all κ,κ′ ∈ [0, 1], κ + κ′ = 1 we have

lim
n→∞

(
ξκt

n
(β, ζ)¯ ξκ′t

n
(β′, ζ ′)

)¯n
= ξt(κβ + κ′β′,κζ + κ′ζ ′)

in the B–weak topology.

2. For all b ∈ B we have

lim
n→∞

(
eb t

n ξ t
n
(β, ζ)

)¯n
= lim

n→∞
(
ξ t

n
(β, ζ)eb t

n

)¯n
= ξt(β + b, ζ)

in the B–weak topology.
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3. For all κ,κ′ ∈ C, κ + κ′ = 1 we have

lim
n→∞

(
κξ t

n
(β, ζ) + κ′ξ t

n
(β′, ζ ′)

)¯n
= ξt(κβ + κ′β′,κζ + κ′ζ ′)

in norm.

7.4.2 Remark. Part 1 is a generalization from an observation by Arveson [Arv89a]. Part

2 is trivial in the case B = C. We used it first together with part 1 in Skeide [Ske99c] for

B = C2; see Section 7.5. Part 3 is the generalization of an observation by Liebscher [Lie00a].

Proof of Lemma 7.4.1. First we observe that the sequences in all three parts are

bounded. Therefore, to check B–weak convergence it is sufficient to check it with vec-

tors of the form (7.4.2). Now Parts 1 and 2 are a simple consequence of the Trotter formula

(Corollary A.5.6), although it is a little bit tedious to write down all steps explicitly.

For Part 3 we observe that ‖ξt(κβ + κ′β′,κζ + κ′ζ ′)− κξt(β, ζ)− κ′ξt(β
′, ζ ′)‖2 is of

order t2. Now the statement follows as in the proof of Proposition A.5.4.

7.4.3 Theorem. Let S be a total subset of F containing 0. Then the exponential vectors

to S–valued step functions are total in IΓ(F ).

Proof. It is sufficient to show the statement for IΓt(F ) for some fixed t. By Lemma 7.4.1(3)

the closure of the span of exponentials to S–valued step functions contains the exponentials

to step functions with values in the affine hull of S (i.e. all linear combinations
∑
i

κiζi from

S with
∑
i

κi = 1). Since 0 ∈ S, the affine hull coincides with the span of S which is dense in

F . Now the statement follows, because the units depend continuously on their parameters

and from totalitiy of (7.4.2).

We find the following result on the exponential vectors of Γ(L2(R+)) (= IΓ(C)). It was

obtained first by Parthasarathy and Sunder [PS98] and later by Bhat [Bha01]. The proof

in Skeide [Ske00c] arises by restricting the methods in this section to the bare essentials for

the special case B = C and fits into half a page.

7.4.4 Corollary. Exponential vectors to indicator functions of intervals are total in IΓ(C) =

Γ(L2(R+)).

Proof. The set S = {0, 1} is total in C and contains 0.

In accordance with Definition 11.2.5 we may say that the set ξ¯(0, S) of units is totalizing.

Recall, however, that totalizing is a weaker property. Lemma 7.4.1(2) asserts, for instance,

that what a sinlge unit ξ¯(β, ζ) generates B–weakly via expressions as in (11.2.3), contains

the units ξ¯(β + b, ζ) for all b ∈ B, in particular, the unit ξ¯(0, ζ).
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7.4.5 Corollary. Let S be a total subset of F containing 0 and for each ζ ∈ S choose

βζ ∈ B. Then the set {ξ¯(βζ , ζ) : ζ ∈ S} is B–weakly totalizing for IΓ(F ).

7.5 Example B = C2

In this section we follow Skeide [Ske99c] and study in detail how the unital CP-semigroups

on the diagonal subalgebra of M2 and the associated time ordered Fock modules look like.

The diagonal subalgebra is the unique unital 2–dimensional ∗–algebra. We find it convenient

to identify it with the vector space C2 (equipped with componentwise multiplication and

conjugation), rather than the diagonal matrices. In addition to the canonical basis e1 =
(
1
0

)
,

e2 =
(
0
1

)
we also use the basis e+ = 1 =

(
1
1

)
, e− =

(
1−1

)
. In the first basis it is easy to say

when an element of C2 is positive (namely, if and only if both coordinates are positive),

whereas in the second basis unital mappings have a particularly simple (triangular) matrix

representation. We use also the notations from Example 1.6.9.

Let us start with an arbitrary Hilbert C2–C2–module F . Choose β ∈ C2, ζ ∈ F and

consider the unit ξ¯(β, ζ). For short, we write ξt(β, ζ) = ξt. By commutativity the form

of the generator of the CP-semigroup Tt(b) = 〈ξt, bξt〉 simplyfies to L(b) = 〈ζ, bζ〉 + bβ+β∗
2

.

As usual, the form of the generator is not determined uniquely by T . On the one hand,

only the sum β∗ + β contributes so that the imaginary part of β is arbitrary. On the other

hand, a positive part in β∗ + β can easily be included into the inner product, by adding

a component
√

β in a direct summand C2
+ = C2 (i.e. the simplest Hilbert C2–C2–module

possible) orthogonal to ζ.

It is possible to give the explicit form of the semigroup etL, in general, because L as an

operator on C2 is similar either to a matrix
(

λ1
0

0
λ2

)
or to a matrix

(
λ
0

1
λ

)
whose exponentials

can easily be computed. We do not work this out, because we are interested rather in what

a single unital unit ξ¯ with parameters ζ, β generates in IΓ(F ) via (11.2.3). Here T is unital

and computations are much more handy.

Since we are interested in what is generated by a certain unit, we assume that F is

generated by ζ. (If F is not generated by ζ, then the unit can never generate IΓ(F ); cf.

the proof of Theorem 13.2.7.) By Example 1.6.9, F is a submodule of C2
+ ⊕ C2

−. The

discussion about ambiguity in the choice of the parameters shows that we may include the

component ζ+ of ζ in C2
+ into β by adding 1

2
〈ζ+, ζ+〉 to β without changing the semigroup

T ; cf. Corollary 13.2.13. We may, therefore, assume that F = C2
−. Observe that this choice

corresponds to say that the completely positive part 〈ζ, •ζ〉 of L is the smallest possible.

We use the abbreviation b− = α(b) where α is the flip automorphism of C2. We have

C2
− ¯C2

− = C2
+ where the canonical isomorphism is b¯ b′ 7→ b−b′ and, of course, C2

+ ¯E =

E = E¯C2
+ for all Hilbert C2–C2–modules E. Therefore, IΓt(C2

−) = C2⊗ IΓt(C) as Hilbert
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C2–module. However, the left multiplication is that of C2
+ on 2n–particle sectors and that

of C2
− on 2n + 1–particle sectors.

Now it is very easy to write down the units for IΓ(C2
−) explicitly.

7.5.1 Theorem. Let ξ¯ be the unit for IΓ(C2
−) with parameters β, ζ =

(
ζ1
ζ2

)
and set |ζ| =

ζ1ζ2. Then

ξ2n(t2n, . . . , t1) = |ζ|n etβe(t2n− t2n−1 + ... + t2− t1)(β−−β)

ξ2n+1(t2n+1, . . . , t1) = ζ |ζ|n etβ−e(t2n+1− t2n + ... + t1)(β−β−).

7.5.2 Remark. The corresponding unit for IΓ(C2
+) would be given by ξn(tn, . . . , t1) =

ζnetβ. In other words, we obtain just the exponential vectors ψ(ζII [0,t)) =
(ψ(ζ1II[0,t))

ψ(ζ2II[0,t))

)

rescaled by etβ. Moreover, with units in this time ordered Fock module we recover only

CP-semigroups of the form Tt(b) = betc for some self-adjoint element c ∈ B. In particular,

the only unital CP-semigroup among these is the trivial one.

Let us return to IΓt(C2
−) and see which unital CP-semigroups are generated by which

unital unit. Recall that ξ¯ is unital, if and only if β + β∗ = −〈ζ, ζ〉 and that the imaginary

part of β does not influence the CP-semigroup.

Let T be a unital mapping. In the basis e+, e− it has the matrix representation

T̂ =

(
1 p

0 q

)
.

From
(

z1
z2

)
= z1+z2

2

(
1
1

)
+ z1−z2

2

(
1−1

)
we find

T

(
z1

z2

)
=

z1 + z2

2

(
1

1

)
+

z1 − z2

2

[
p

(
1

1

)
+ q

(
1

−1

)]

=
z1

2

(
1 + p + q

1 + p− q

)
+

z2

2

(
1− p− q

1− p + q

)
.

Hence, T is positive (which is the same as completely positive, as C2 is commutative), if

and only if
(

p
q

)
is in the square (including boundaries) in the R2–plane with corner points

(1, 0), (0, 1), (−1, 0), (0,−1).

Now let Tt be a family of mappings on C2 having matrices T̂t =
(
1
0

pt
qt

)
with respect to

the basis e+, e−. In order that T =
(
Tt

)
be a semigroup, pt and qt must solve the functional

equations pt + psqt = ps+t and qsqt = qs+t. Requiring that Tt be continuous implies, as

usual, differentialbility of pt and qt. Using this, we find qt = e−ct and pt = α(1− e−ct) with
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complex constants c and α. In order that Tt be positive we find c ≥ 0 and −1 ≤ α ≤ 1.

These conditions are necessary and sufficient. The corresponding CP-semigroup is

Tt

(
z1

z2

)
=

z1 + z2

2

(
1

1

)
+

z1 − z2

2

[
α(1− e−ct)

(
1

1

)
+ e−ct

(
1

−1

)]
.

The generator is

L
(

z1

z2

)
=

z1 − z2

2
c

(
α− 1

α + 1

)
. (7.5.1)

On the other hand, the generator of the CP-semigroup generated by the unital unit ξ¯ is
(

z1

z2

)
= b 7−→ 〈ζ, bζ〉 − 〈ζ, ζ〉b = 〈ζ, ζ〉(b− − b) = (z1 − z2)

(
− |ζ1|2
|ζ2|2

)
.

Equating this to (7.5.1), we find c = |ζ1|2 + |ζ2|2 and α = |ζ2|2−|ζ1|2
|ζ1|2+|ζ2|2 .

Of course, c = 0 (i.e. ζ = 0) yields the trivial CP-semigroup independently of α. Different

choices for c > 0 correspond to a time scaling. Here we have to distinguish the two essentially

different cases where |ζ| = 0 (i.e. α = ±1) and where |ζ| 6= 0 (i.e. |α| < 1).

In the case |ζ| = 0 only the components ξ0 and ξ1 of the unit ξ¯ are different from

0. The case α = −1 we analyze in detail in Example 12.3.7 and the case α = 1 follows

from this, because, in general, a sign change of α just corresponds to flip of the components

in C2. Since ζ ¯ ζ = 0 in this case, we find that the time ordered Fock module over the

(one-dimensional) module C2ζC2 = Cζ consists only of its 0– and 1–particle sector and,

indeed, is generated by the unit. The CP-semigroup may be considered as the unitization

of a contractive CP-semigroup on C; cf. also Section 17.2.

Now we come to the case |ζ| 6= 0, whence ζ is invertible. It is our goal to show that also in

this case any unit is totalizing for IΓ(C2
−) at least in the C2–weak topology (which coincides

with the weak topology, for C2 is finite dimensional). Define pt : IΓt(C2
−) → IΓt(C2

−) by

setting ptx = e1xe1 + e2xe2. Notice that pt is the projection onto the direct sum over all

2n–particle sectors.

7.5.3 Lemma. Let ξ¯ be an arbitrary unit for IΓ(C2
−). Then

lim
n→∞

(
p t

n
ξ t

n

)¯n
= ξ0

t .

Proof. By Corollary 7.2.3 we have lim
n→∞

(
p01

t
n

)¯n
= idIΓ0

t (C2
−) in the strong topology. Now

the result follows from the fact that ptp
01
t is the projection onto the vaccum.

7.5.4 Corollary. Any unit ξ¯ for IΓ(C2
−) with parameters β, ζ (|ζ| 6= 0) is totalizing on its

own.
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Proof. By Lemma 7.5.3 elements of the form (11.2.3) for that unit generate the vacuum.

Now the statement follows as in Corollary 7.4.4.



Chapter 8

The symmetric Fock module

The full Fock module can be constructed for an arbitrary (pre-)Hilbert B–B–module E as

one-particle sector. For the time ordered Fock module we started with E = L2(R+, F ).

Here, at least, F can be arbitrary. In this Chapter we want to construct the symmetric Fock

module in analogy to the symmetric Fock space. To that goal we need a self-inverse flip

isomorphism F on E¯E and in order to define higher permutations on E¯n this flip should

also be B–B–linear. It turns out that these requirments cannot be fulfilled for arbitrary E.

Also for E = L2(R+, F ) additional requirements for F are necessary.

One way out is to consider centered modules E. This was proposed in Skeide [Ske98a]

and applied to the example which we discuss in Appendix D. Goswami, Sinha [GS99]

constructed a calculus on a special symmetric Fock module which is contained in our set-

up. We discuss this in Section 8.1.

We meat another very special (noncentered) one-particle module, which allows for a flip,

in our construction of the square of white noise from Accardi and Skeide [AS00a, AS00b].

We describe the construction in the remainder of this chapter starting from Section 8.2.

8.1 The centered symmetric Fock module

In this section we return to a more algebraic level. On the one hand, this is necessary for

Section 8.2 and because the most impostant operators are unbounded. On the other hand,

we want to point out that the tensor factorization of the symmetric Fock space can also be

shown by using only number vectors as simple as by using exponential vectors.

Let E be a centered pre-Hilbert B–module. The basis for the construction of a (unitary)

representation the symmetric group Sn (i.e. the set of bijections σ on {1, . . . , n}) is the flip

F on E ¯ E (Proposition 4.2.15) which flips x¯ y to y ¯ x, but only, if x, y ∈ CB(E).

127
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8.1.1 Proposition. Let σ ∈ Sn. The mapping

xn ¯ . . .¯ x1 7−→ xσ(n) ¯ . . .¯ xσ(1) (8.1.1)

(x1, . . . , xn ∈ CB(E)) extends to a unitary on E¯n (and further to a unitary on E¯n and

E¯n
s
, respectively). In this way we define a unitary representation of Sn on E¯n.

Proof. Any permutation may be expressed in terms of transpositions of next neighbours.

It follows that (8.1.1) may be decomposed into compositions of tensor products of the

(B–B–linear) flip with the identities and, therefore, is well-defined and unitary. The repre-

sentation property follows from standard results about the symmetric group.

8.1.2 Corollary. By setting

pn : xn ¯ . . .¯ x1 7−→ 1

n!

∑
σ∈Sn

xσ(n) ¯ . . .¯ xσ(1) (8.1.2)

(x1, . . . , xn ∈ CB(E)), we define a projection in Ba,bil(E¯n).

8.1.3 Definition. For a centered pre-Hilbert B–module E the n–fold symmetric tensor prod-

uct is E¯sn = pnE
¯n. By Observation 1.6.4 E¯sn is a B–B–submodule of E¯n and, obviously,

E¯sn is centered. For all x1, . . . , xn ∈ E we set

xn ¯s . . .¯s x1 = pn(xn ¯ . . .¯ x1).

We use similar notions for centered Hilbert modules and centered von Neumann modules.

8.1.4 Proposition. E¯sn is generated by symmetric tensors x¯ . . .¯x to centered elements

x ∈ CB(E).

Proof. This follows from the multiple polarization formula

∑
σ∈Sn

xσ(n) ¯ . . .¯ xσ(1) =
1

2n

∑
εn,... ,ε1=±1

εn . . . ε1(εnxn + . . . + ε1x1)
¯n. (8.1.3)

For convenience we sketch a proof. Expanding the product (εnxn + . . . + ε1x1)
¯n into a

sum, only those summands contribute where each εkxk (k = 1, . . . , n) appears at least

once (otherwise, the sum over the corresponding ε outside the product gives ± the identical

term, hence 0) and, therefore, precisely once. In the remaining terms all ε dissapear, because

ε2 = 1. We obtain precisely the sum over all permutations where, however, each permutation

appears 2n times (one factor 2 for each possibility to choose ε).
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8.1.5 Definition. Let p =
∞⊕

n=0

pn ∈ Ba,bil(F(E)). The (algebraic) symmetric Fock module

over E is Γ(E) = pF(E). (As usual, we denote Γ(E) = Γ(E) and Γ(E)s = Γ(E)
s
.)

Let N ∈ La,bil(F(E)) be the number operator, defined by N ¹ E¯n = n id. Observe that

N is self-adjoint and that pN = Np. For any function f : N0 → C we define f(N) in the

sense of functional calculus, i.e. f(N) ¹ E¯n = f(n) id. For x ∈ E we define the symmetric

creator as a∗(x) =
√

Np`∗(x) and the symmetric annihilator a(x) = `(x)p
√

N as adjoint of

a∗(x).

Obviously, a∗(x), a(x) leave invariant Γ(E). On Γ(E) we can forget about the projection

p in a(x). For x, y ∈ CB(E) we find

a∗(x)y¯n =
1√

n + 1

n∑
i=0

y¯i ¯ x¯ y¯(n−i) a(x)y¯n =
√

n〈x, y〉y¯(n−1). (8.1.4)

Further, we have

a(x)a∗(x′)y¯n =
1√

n + 1
a(x)

n∑
i=0

y¯i ¯ x′ ¯ y¯(n−i)

= 〈x, x′〉y¯n + 〈x, y〉
n−1∑
i=0

y¯i ¯ x′ ¯ y¯(n−1−i) (8.1.5)

and

a∗(x′)a(x)y¯n =
√

na∗(x′)〈x, y〉y¯(n−1) = 〈x, y〉
n−1∑
i=0

y¯i ¯ x′ ¯ y¯(n−1−i).

Taking the difference, the sums over i dissappear. Taking into account that y¯n is arbitrary,

and that by Proposition 8.1.4, Γ(E) is spanned by vectors of the form a∗(x)nω =
√

n!x¯n

(x ∈ CB(E)), we find the CCR (canonical commutation relations)

[a(x), a∗(x′)] = 〈x, x′〉. (8.1.6)

The CCR remain valid also, if only one of the elements x, x′ is in the center. In this case,

we also have a∗(x)a∗(x′) = a∗(x′)a∗(x) . However, nothing like this is true for more general

elements in x, y ∈ E.

8.1.6 Theorem. The mapping

a∗(x)nω ¯ a∗(y)mω 7−→ a∗(x)na∗(y)mω

(x ∈ CB(E), y ∈ CB(F )) establishes a two-sided isomorphism Γ(E)¯ Γ(F ) → Γ(E ⊕ F ).
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Proof. The vectors on both sides are generating. Therefore, it is sufficient to show isom-

etry. We have

〈
a∗(x)na∗(y)mω, a∗(x′)n′a∗(y′)m′

ω
〉

=
〈
a∗(y)mω, a(x)na∗(x′)n′a∗(y′)m′

ω
〉
.

Without loss of generality suppose that n ≥ n′. We have

a(x)na∗(x′)n′ = a(x)n−n′a(x)n′a∗(x′)n′ = a(x)n−n′
n′∑

k=0

bka
∗(x′)ka(x)k

where bk ∈ B. As a(x) commutes with a∗(y′) and a(x)ω = 0, the only non-zero contribution

comes from a(x)n−n′b0. On the other hand, also b0 commutes with a∗(y′) so that also a(x)n−n′

(commuting with a∗(y)) comes to act directly on ω and gives 0, unless n = n′. Henceforth,

the only non-zero contributions appear for n = n′ and m = m′. Taking into account that

in this case b0 = 〈a∗(x)nω, a∗(x′)nω〉, we find

〈
a∗(x)na∗(y)mω, a∗(x′)na∗(y′)mω

〉
=

〈
a∗(y)mω, 〈a∗(x)nω, a∗(x′)nω〉 a∗(y′)mω

〉

=
〈
a∗(x)nω ¯ a∗(y)mω, a∗(x′)nω ¯ a∗(y′)mω

〉
.

8.1.7 Remark. In the proof of Theorem 7.2.2 we have seen that the elements ∆nx¯n

(x ∈ ER+ = L2(R+, F )) form a total subset of ∆nE
¯n
R+

. For centered F it is even sufficient

to consider only x ∈ CB(ER+). It is clear that

∆nx¯n 7−→ pnx¯n

√
n!

establishes a two-sided isomorphism IΓ(F ) → Γ(ER+). (Observe that this is not true for

IΓ(F ) and Γ(ER+).) This allows also to retract the time shifts on Γ(E) and Γ(ER+) from

the time shift on ĬΓ(F ) and IΓ(F ), respectively.

Under the isomorphism the exponential vectors transform into

ψ(x) =
∞∑

n=0

a∗(x)nω

n!
.

This is true for all x ∈ ER+ for which ψ(x) exists in IΓ(F ), not only for centered elements.

As there is no problem in defining the exponential vectors in Γ(ER+) for all x ∈ ER+ , the

same is true for IΓ(F ), at least in the case, when F is centered.

Finally, we mention that for centered modules the symmetric (hence, also the time

ordered) Fock module is generated already by its exponential units to central elements, the

central exponential units; cf. Definition 11.2.1. These particular exponential units generate a

CPD-semigroup (in the sense of Proposition 11.2.3) which was used in Accardi and Kozyrev
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[AK99] to classify certain cocycles on the symmetric Fock space (with the help of special

versions of Lemmata 5.2.7 and 5.3.5). Restrictions of the completely positive mappings on

Mn(B) used in [AK99] to completely positive mappings B → Mn(B) have been used before

by Fagnola and Sinha [FS93] and Lindsay and Wills [LW00].

Now we want to define also conservation operators. With the help of Example 4.2.17 we

may define the representation λi
n (i = 1, . . . , n) of Ba(E) acting on the i–th tensor site of

E¯n. For xj ∈ CB(E) we obtain

λi
n(T )x1 ¯ . . .¯ xn = x1 ¯ . . .¯ Txi ¯ . . .¯ xn

(and Example 4.2.17 shows that the extension is well-defined).

8.1.8 Definition. For T ∈ Ba(E) we define the conservation operator on Γ(E) as

λ(T ) =
∞⊕

n=0

n∑
i=1

λi
n(T ).

Formally, we may consider (and, sometimes, will do so) λ(T ) also as an operator on F(E).

However, it is clear that λ(T ) leaves invariant Γ(E). We conclude that pλ(T )p = λ(T )p and

(since λ(T )∗ = λ(T ∗)) also pλ(T )p = pλ(T ).

By computations similar to those leading to (8.1.6), (on Γ(E)) we find the analogues

[λ(T ), a∗(x)] = a∗(Tx) [a(x), λ(T ∗)] = a(Tx) [λ(T ), λ(T ′)] = λ([T, T ′]) (8.1.7)

(x ∈ CB(E); T, T ′ ∈ Ba,bil(E) = CB(Ba(E))) of the relations well-known on the symmetric

Fock space.

The definition of the symmetric Fock module and of the creators and annihilators is

from [Ske98a]. The definition of the conservation operators (although already mentioned

in [Ske98a]) is a generalization from that given in [GS99] for the special symmetric Fock

module Γs(HB)) = B ⊗̄s Γ(H) for some Hilbert space H and a von Neumann algebra B on a

Hilbert space G. In the specialization B = B(G), the same discussion as for the full Fock

module in Example 6.1.6 shows that the operators are a condensed way to rewrite the sums

over components in a coordinate based approach to calculus on G ⊗̄ Γ(H) as described, for

instance, in Parsarathy’s monograph [Par92].

8.2 The square of white noise

Accardi, Lu, and Volovich introduced in [ALV99] the square of white noise. In the remaining

sections of this chapter we discuss the realization of the square of white noise which we found
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in Accardi and Skeide [AS00a, AS00b]. In the final Section 8.7 we discuss the systematic

construction of representations from Accardi, Franz and Skeide [AFS00] and some results

on calculus with respect to square of white noise from Accardi, Hida and Kuo [AHK00]. We

start with a short introduction.

Following [ALV99], in this section we understand by a white noise operator-valued dis-

tributions a∗t and at (indexed by t ∈ R) which fulfill the CCR [at, a
∗
s] = δ(t − s). It is

possible to give precise definitions of how to deal with such objects, but here they serve only

as motivation. The connection with the CCR on the symmetric Fock space Γ(L2) is made

by the observation that, doing some formal computations, the integrals a∗f =
∫

f(t)a∗t dt

(f ∈ L2) fulfill (8.1.6).

Therefore, formally the square of white noise should be the operator-valued distribu-

tions B∗
t = a∗t

2 and Bt = a2
t fulfilling commutation relations which follow from the CCR.

Introducing also the distribution Nt = a∗t at, we find the result

[Bt, B
∗
s ] = 2δ2(t− s) + 4δ(t− s)Nt [Nt, B

∗
s ] = 2δ(t− s)B∗

t

(and all other commutators, not following by adjoint, being 0) from [ALV99]. Unfortunately,

the objects B∗
t , Bs are too singular as is manifest in the fact that their formal commutator

has a factor δ2(t− s), which a priori does not make sense. To overcome this trouble it was

proposed in [ALV99] to consider a renormalization of the singular object δ2 in which δ2 is

replaced by 2cδ where c > 0. This choice is motivated by a regularization procedure where

δ is approximated by functions δε such that δ2
ε → 2cδ in a suitable sense (where c might be

even complex).

After this renormalization, again smearing out the densities by setting B∗
f =

∫
f(t)B∗

t dt

and N∗
a =

∫
a(t)N∗

t dt, and computing the formal commutators, we find the following rela-

tions.

[Bf , B
∗
g ] = 2c Tr(fg) + 4Nfg f, g ∈ L2(R) ∩ L∞(R) (8.2.1a)

[Na, B
∗
f ] = 2B∗

af a ∈ L∞(R), f ∈ L2(R) ∩ L∞(R) (8.2.1b)

and [B∗
f , B

∗
g ] = [Na, Na′ ] = 0 where we set Tr f =

∫
f(t) dt. Our goal is to find a represen-

tation of the ∗–algebra generated by these relations.

In [ALV99] a representation was constructed with the help of a Kolmogorov decompos-

tion for a certain positive definite kernel. It was not so difficult to define the correct kernel,

but as usual, it was difficult to show that it is, indeed, positive definite. In [Sni00] Sniady

found an explicit form of the kernel from which positivity is evident. Here we proceed in

a different way, motivated by the following observations. Relation (8.2.1a), looks like the

usual CCR, except that the inner product on the right-hand side takes values in the algebra

generated by the conservation operators Na. It is, therefore, natural to try a realization
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on a Hilbert module over the algebra of conservation operators. Additionally, on a Hilbert

module we have a chance to realize also Relation (8.2.1b), by putting explicitly a suitable

left multiplication by conservation operators. Once again, this reconfirms how important it

is to have the freedom to choose a left multiplication different from obvious ones.

Since the conservation operators are unbounded, we cannot use the theory of Hilbert

modules over C∗–algebras, but, we need the theory of pre-Hilbert modules over more general

∗–algebras as described in [AS98]. We postpone the discussion of these to Appendix C. In

Section 8.3 we show that the generators Na of the algebra of conservation operators are free.

This allows to define representations just by fixing the values of the representation on Na,

and is essential for the definition of the left multiplication. It allows to identify the algebra

generated by Na not just as an abstract algebra generated by relations, but, concretely as

an algebra of conservation operators.

The main part is Section 8.4. Here we construct a two-sided pre-Hilbert module E, and

we show that it is possible to construct a symmetric Fock module Γ(E) over E. We see

that the natural creation operators a∗(f) on this Fock module and the natural left multi-

plication by Na fulfill Relation (8.2.1a) up to an additive term and Relation (8.2.1b). By a

tensor product construction we obtain a pre-Hilbert space where Relations (8.2.1a,8.2.1b)

are realized. This representation coincides with the one constructed in [ALV99].

In Section 8.5 we show that our representation space is isomorphic to the usual symmetric

Fock space over L2(R, `2). In Section 8.6 we show that our representation may be considered

as an extension of Boukas’ representation of Feinsilver’s finite difference algebra [Fei87] on

the finite difference Fock space. In Section 8.7 we discuss results from Accardi, Franz

and Skeide [AFS00]. We point out that the calculus based on the square of white noise

generalizes Boukas’ calculus in [Bou91b]. In [PS91] Parthasarathy and Sinha realized the

finite difference algebra by operators on a symmetric Fock space. They do, however, not

consider the question, whether this representation is equivalent to Boukas’ representation.

We point out that this is not the case.

8.3 The algebra of conservation operators of L∞(R)

8.3.1 Definition. Let us denote the vacuum of Γ(L2(R)) by Ω. For a ∈ L∞(R) we define

the conservation operator Na = λ(a) ∈ La
(
Γ(L2(R))

)
. By

N = alg{Na (a ∈ L∞(R))}

we denote the unital algebra generated by all Na.

Cearly, N∗
a = Na∗ and [Na, Na′ ] = N[a,a′] = 0, so that N is a commutative ∗–algebra.
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Let I1, I2 be two disjoint measurable subsets of R. By Theorem 8.1.6 we have

Γ(L2(S1))⊗ Γ(L2(S2)) = Γ(L2(S1 ∪ S2)).

In this identification we have NIIS1
= NIIS1

⊗ id and NIIS2
= id⊗NIIS2

. Similar statements

are true for factorization into more than two disjoint subsets.

Since NaΩ = 0 for any a ∈ L∞(R), the vacuum state ϕΩ(•) = 〈Ω, •Ω〉 is a character

for N . Its kernel consists of the span of all monomials with at least one factor Na and its

GNS-pre-Hilbert space is just CΩ.

8.3.2 Definition. See Appendix C. As positivity defining subset of N we choose

S =
{
NIII1

. . . NIIIn
: Ii bounded intervals in R (n ∈ N0; i = 1, . . . , n)

}
.

Obviously, N is a P ∗–algebra.

8.3.3 Proposition. The defining representation id of N on Γ(L2(R)) is an S–representa-

tion.

Proof. By Remark C.1.4 it is sufficient to show that NIII
is of the form

∑
i

b∗i bi where bi are

taken (for all I) from a commutative subalgebra of La
(F(L2(R))

)
. But this follows from

NIII
=

∑
1≤i≤n<∞

λn
i (III) =

∑
1≤i≤n<∞

λn
i (III)

∗λn
i (III).

8.3.4 Corollary. By Observation C.1.6 ϕΩ is S–positive and its GNS-representation is an

S–representation.

In the following section we intend to define a representation of N by assigning to each

Na an operator and extension as algebra homomorphism. The goal of the remainder of the

present section is to show that this is possible, at least, if we restrict to the subalgebra S(R)

of step functions, which is dense in L∞(R) in a suitable weak topology.

Clearly, alg{N} (where N = N1 is the number operator) is isomorphic to the algebra of

polynomials in one self-adjoint indeterminate. Moreover, for each measurable non-null-set

S ⊂ R the algebra alg{NIIS
} is isomorphic to alg{N}. Therefore, for any self-adjoint element

a in a ∗–algebra A the mapping N 7→ a extends to a homomorphism alg{N} → A.

Let t = (t0, . . . , tm) be a tuple with t0 < . . . < tm. Then by the factorization Γ(L2(t0, tm))

= Γ(L2(t0, t1))⊗ . . .⊗ Γ(L2(tm−1, tm)) we find

Nt := alg{NII[tk−1,tk]
(k = 1, . . . , m)} = alg{NII[t0,t1]

} ⊗ . . .⊗ alg{NII[tm−1,tm]
}.
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Therefore, any involutive mapping

Tt : St(R) := span{II [tk−1,tk] (k = 1, . . . , m)} −→ A

with commutative range defines a unique homomorphism ρt : Nt → A fulfilling ρt(Na) =

Tt(a).

Now we are ready to prove the universal property of the algebra NS :=
⋃
t

Nt which

shows that NS is nothing but the symmetric tensor algebra over the involutive vector space

S(R).

8.3.5 Theorem. Let T : S(R) → A be an involutive mapping with commutative range.

Then there exists a unique homomorphism ρ : NS → A fulfilling ρ(Na) = T (a).

Proof. It suffices to remark that NS is the inductive limit of Nt over the set of all tuples

t directed increasingly by “inclusion” of tuples. Denoting by βts the canonical embedding

Ns → Nt (s ≤ t) we easily check that ρt ◦ βts = ρs. In other words, the family ρt extends as

a unique homomorphism ρ to all of NS.

8.4 Realization of square of white noise

The idea to realize Relations (8.2.1a) and (8.2.1b) on a symmetric Fock module is to take

the right-hand side of (8.2.1a) as the definition of an N–valued inner product on a module

E generated by the elements f ∈ L2(R) ∩ L∞(R) and then to define a left multiplication

by elements of N such that the generating elements f fulfill (8.2.1b). In Corollary 8.4.2 we

explain that such a proceeding would have immediate success, if we tried to realize Sniady’s

free square of white noise [Sni00] (where the CCR-part (8.2.1a) of the relations is replaced

by the generalized Cuntz relation) on a full Fock module. However, in our context the direct

attempt with an inner product determined by (8.2.1a) fails. Therefore, we start with the

linear ansatz in (8.4.1) and adjust the constants later suitably.

In view of Theorem 8.3.5, for the time being, we restrict to elements in NS. By (8.2.1a)

this makes it necessary also to restrict to elements f ∈ S(R).

On S(R) ⊗ NS with its natural right NS–module structure we define for arbitrary

positive constants β and γ a sesquilinear mapping 〈•, •〉, by setting

〈f ⊗ 1, g ⊗ 1〉 = Mfg where Ma = β Tr a + γNa (8.4.1)

and by right linear and left anti-linear extension.

We define a left action of Ma, by setting

Ma(f ⊗ 1) = f ⊗Ma + αaf ⊗ 1
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and right linear extension to all elements of S(R)⊗NS. Here α is an arbitrary real constant.

Observe that the scalar term in Ma does not change this commutation relation. Therefore,

Na fulfills the same commutation relations with α replaced by α
γ
. In view of (8.2.1b) this

fraction should be equal to 2.

By definition, mutliplication by Ma from the left is a right linear mapping on S(R)⊗NS.

One easily checks that Ma∗ = M∗
a is an adjoint with respect to the sesquilinear mapping

(8.4.1) and the actions of MaMa′ and Ma′Ma coincide. By Theorem 8.3.5 this left action

extends to a left action of all elements of NS.

8.4.1 Proposition. (8.4.1) is a semi-inner product so that S(R) ⊗ NS is a semi-Hilbert

NS–module.

Proof. We have to check only the positivity condition, because the remaining properties

are obvious. By Observation C.2.3 it is sufficient to check positivity for elements of the form

IIIi
⊗1, because these elements generate S(R)⊗NS as a right module. Additionally, we may

assume that Ii ∩ Ij = ∅ for i 6= j. Then 〈IIIi
⊗ 1, b(IIIj

⊗ 1)〉 = 0 for i 6= j, whatever b ∈ NS

might be. Now let b be in S. We may assume (possibly after modifying the Ii suitably)

that b has the form
∏
i

Nni
IIIi

where ni ∈ N0. Observe that NIIIi
(IIIj

⊗ 1) = (IIIj
⊗ 1)NIIIi

for

i 6= j, and that (proof by induction)

Nn
III

(III ⊗ 1) =
n∑

k=0

(
n
k

)(
α
γ

)(n−k)
(III ⊗Nk

III
).

It follows that

〈IIIi
⊗ 1, b(IIIj

⊗ 1)〉 = δijMIIIi

ni∑

k=0

(
ni

k

)(
α
γ

)(ni−k)
Nk

IIIi

∏

` 6=i

Nn`
III`

.

Let us define bk = 〈IIIk
⊗1, b(IIIk

⊗1)〉 and bki = δki1. Then 〈IIIi
⊗1, b(IIIj

⊗1)〉 =
∑
k

b∗kibkbkj

(and, of course, bk ∈ P (S)).

We may divide out the length-zero elements so that

E := S(R)⊗NS/NS(R)⊗NS

is a two-sided pre-Hilbert NS–module. We are now in a position to use all results from

Appendix C and, in particular, to define the full Fock module F(E) in the sense of Appendix

C.3. We use the notation f ⊗ b + NS(R)⊗NS
= fb. Clearly, we have

Maf = fMa + αaf. (8.4.2)
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8.4.2 Corollary. The creators `∗(f) fulfill the relations `(f)`∗(g) = Mfg and [Ma, `
∗(f)] =

α`∗(af). In other words, we realized (modulo appropriate choice of the constants α, β, γ)

the free square of white noise in the sense of Sniady [Sni00].

On the generating subset fn¯ . . .¯ f1 of E¯n we find by repeated application of (8.4.2)

Mafn ¯ . . .¯ f1 = fn ¯ . . .¯ f1Ma + αλ(a)fn ¯ . . .¯ f1.

Therefore, on the full Fock module F(E) we have the relation

Ma = M r
a + αλ(a) (8.4.3)

where M r
a denotes multiplication by Ma from the right in the sense of Example 1.6.8.

Now we try to define the symmetric Fock module over E analogously to Definition 8.1.5.

The basis for the symmetrization is the bilinear unitary flip. As we already remarked, we

may not hope to define a flip on E ¯ E by just sending x¯ y to y ¯ x for all x, y ∈ E. We

may, however, hope to succeed, if we, as for centered modules, define such a flip only on

such x, y which come from a suitable generating subset of E.

8.4.3 Proposition. The mapping

F : f ¯ g 7−→ g ¯ f for all f, g ∈ S(R) ⊂ E

extends to a unique two-sided isomorphism E ¯ E → E ¯ E.

Proof. We find

〈f ¯ g, f ′ ¯ g′〉 = 〈g, 〈f, f ′〉g′〉 = 〈g,Mff ′g
′〉 = 〈g, g′Mff ′ + αff ′g′〉

= Mff ′Mgg′ + αMgff ′g′ = Mgg′Mff ′ + αMfgg′f ′ = 〈g ¯ f, g′ ¯ f ′〉.

The elements f ¯ g form a (right) generating subset of E ¯ E. Therefore, F extends as

a well-defined isometric (i.e. inner product preserving) mapping to E ¯ E. Clearly, this

extension is surjective so that F is unitary.

It remains to show that F is bilinear. Again it is sufficient to show this on a generating

subset and, of course, to show it only for the generators Ma of NS. We find

F(Maf ¯ g) = F(f ¯ gMa + α(af ¯ g + f ¯ ag))

= g ¯ fMa + α(g ¯ af + ag ¯ f) = Mag ¯ f = MaF(f ¯ g).

Now we are in a position to define the symmetric Fock module Γ(E) precisely as in Def-

inition 8.1.5. We have PMa = MaP , i.e. P and Pλ(a) = λ(a)P = Pλ(a)P . Consequently,
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(8.4.3) remains true also on our symmetric Fock module. Again, we do not distinguish care-

fully between λ(a) and its restriction to Γ(E) and denote the number operator by N = λ(1).

As λ(a) is bilinear, so is N and, of course, NP = PN . Also here we find by (8.1.3) that the

symmetric tensors form a generating subset.

For x ∈ E we define the creation operator on Γ(E) as a∗(x) =
√

NP`∗(x). Clearly,

x 7→ a∗(x) is a bilinear mapping, because x 7→ `∗(x) is. We find the commutation relation

Maa
∗(f) = a∗(Maf) = a∗(fMa + αaf) = a∗(f)Ma + αa∗(af).

As before, a∗(x) has an adjoint, namely, a(x) = `(x)P
√

N .

Now we restrict our attention to creators a∗(f) and annihilators a(f) to elements f in

S(R) ⊂ E. Their actions on symmetric tensors g¯n (g ∈ S(R)) are the same as in (8.1.4)

where now 〈f, g〉 = Mfg. Again, a∗(f)a∗(g) = a∗(g)a∗(f), but nothing like this is true for

a∗(x) and a∗(y) for more general elements in x, y ∈ E.

For the CCR we have to compute a(f)a∗(f ′) and a∗(f ′)a(f). For the first product we

find the same expression as in (8.1.5), but for the second an additional commutation must

be done and we have to exploit our special structure. We find

a∗(f ′)a(f)g¯n =
√

na∗(f ′)Mfgg
¯(n−1) =

√
n
(
Mfga

∗(f ′)− αa∗(fgf ′)
)
g¯(n−1)

=Mfg

n−1∑
i=0

g¯i ¯ f ′ ¯ g¯(n−1−i) − αλ(ff ′)g¯n.

Taking the difference, the sums over i dissappear. Taking into account (8.4.3), we find

[a(f), a∗(f ′)] = Mff ′ + αλ(ff ′) = 2Mff ′ −M r
ff ′ = β Tr(ff ′) + 2γNff ′ − γN r

ff ′ .

In other words, putting β = 2c and γ = 2 we have realized (8.2.1a) by operators a∗(f),

however, only modulo some right multiplication by certain elements of NS. (Notice that

this is independent of the choice of α. Putting α = 4 we realize also (8.2.1b).)

So we have to do two things. Firstly, we must get rid of contributions of N r
a in the above

relation. Secondly, in order to compare with the construction in [ALV99] we must interpret

our construction in terms of pre-Hilbert spaces. Both goals can be achieved at once by the

following construction. We consider the tensor product H = Γ(E)¯CΩ of Γ(E) with the pre-

Hilbert NS–C–module CΩ which is the pre-Hilbert space carrying the GNS-representation

of the vacuum state ϕΩ on NS. This tensor product is possible by Proposition 8.3.3 and

its Corollary. Thus, H is a pre-Hilbert space and carries a representation of La(Γ(E)). In

this representation all operators N r
a are represented by 0. Indeed, by Example 1.6.8 N r

a

commutes with everything, so that we put it on the right, and

N r
ag¯n ¯ Ω = g¯n ¯N r

aΩ = 0.
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By B∗
f we denote the image of a∗(f) in La(H). The image of Na coincides with the image

of 4λ(a). We denote both by the same symbol Na. By Φ = ω¯Ω we denote the vacuum in

H.

8.4.4 Theorem. The operators B∗
f , Na ∈ La(H) (f, a ∈ S(R)) fulfill Relations (8.2.1a),

(8.2.1b), and [B∗
f , B

∗
g ] = [Na, Na′ ] = 0. Moreover, the vectors B∗

f
nΦ (f ∈ S(R), n ∈ N0)

span H.

8.4.5 Remark. As the representation is determined uniquely by existence of the cyclic

vacuum Φ, it follows that H is precisely the pre-Hilbert space as constructed in [ALV99].

However, in [ALV99] the inner product on the total set of vectors was defined a priori and

it was quite tedious to show that it is positive. Here positivity and also well-definedness of

the representation are automatic.

8.4.6 Remark. Putting Hn = span{B∗
f

nΦ (f ∈ S(R))}, we see that H =
∞⊕

n=0

Hn is an

interacting Fock space with creation operators B∗
f as introduced in [ALV97] in the notations

of [AS98]. We discuss these in Chapter 9.

8.4.7 Theorem. The realization of Relations (8.2.1a) and (8.2.1b) extends to elements

f ∈ L2(R) ∩ L∞(R) and a ∈ L∞(R) as a representation by operators on
∞⊕

n=0

Hn.

Proof. We extend the definition of the operators B∗
f and Na formally to f ∈ L2(R)∩L∞(R)

and a ∈ L∞(R), considering them as operators on vectors of the form B∗
f

nΦ (f ∈ L2(R) ∩
L∞(R), n ∈ N0). The inner product of such vectors we define by continuous extension of

the inner product of those vectors where f ∈ S in the σ–weak topology of L∞(R) (which,

clearly, is possible and unique). Positivity of this inner product follows by approximation

with inner products, and well-definedness of our operators follows, because all operators

have formal adjoints.

8.5 H as symmetric Fock space

Let I ⊂ R be a finite union of intervals. Denote by HI the subspace of H spanned by vectors

of the form B∗
f

nΦ (f ∈ S(I), n ∈ N0). In particular, for 0 ≤ t ≤ ∞ set Ht := H[0,t). (This

means that H0 = H∅ = CΦ.) Notice that HI does not depend on whether the intervals in

I are open, half-open, or closed.

Denote by I + t the time shifted set I. Denote by ft the time shifted function Stf .

Obviously, by sending B∗
f

nΦ to B∗
ft

nΦ we define an isomorphism HI → HI+t.
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Observe that by Relation (8.2.1a) the operators Bf and B∗
g to functions f ∈ S(I) and

g ∈ S(R\I) commute. Define NI := alg{Na (a ∈ S(I))}. Then by Relation (8.2.1b) also

the elements of NI commute with all Bg to functions g ∈ S(R\I).

8.5.1 Theorem. Let I, J ⊂ R be finite unions of intervals such that I ∩ J is a null-set.

Then

UIJ : B∗
f

nB∗
g

mΦ 7−→ B∗
f

nΦ ⊗ B∗
g

mΦ for f ∈ HI , g ∈ HJ

extends as an isomorphism HI∪J → HI ⊗HJ . Of course, the composition of these isomor-

phisms is associative in the sense that (UIJ ⊗ id) ◦ U(I∪J)K = (id⊗UJK) ◦ UI(J∪K).

Proof. Precisely, as in Theorem 8.1.6. The only tricky point is to observe that also here

b0 commutes with a∗(g′), because I ∩ J is a null-set.

8.5.2 Corollary. We have Hs ⊗ Ht
∼= H[0,s)+t ⊗ Ht

∼= Hs+t. Also here the isomorphisms

Ust : Hs ⊗Ht → Hs+t compose associatively.

Now we turn to the completions Ht and show that they are symmetric Fock spaces

Γ(L2([0, t), `2)). We do this by finding the analogue of exponential units for Ht and show

that their inner products are those of a exponential units for Γ(L2([0, t), `2)) to a totalizing

subset of `2.

Good canditates for exponential units are

ψρ(t) =
∞∑

n=0

B∗
ρIIt

nΦ

n!
=

∞∑
n=0

ρn

n!
B∗

IIt

nΦ

where ρ ∈ C. Whenever ψρ0(t) exists, then it is an analytic vector-valued function of ρ with

|ρ| < |ρ0|. It is not difficult to check that whenever ψρ(s) and ψρ(t) exist, then also ψρ(s+ t)

exists and equals (in the factorization as in Corollary 8.5.2) ψρ(s) ⊗ ψρ(t). Moreover, as

ψρ(t) is analytic in ρ, we may differentiate. It follows that B∗
IIt

nΦ = dn

dρn

∣∣
ρ=0

ψρ(t) is in the

closed linear span of ψρ(t) (|ρ| < |ρ0|). Therefore, if for each t > 0 there exists ρ0 > 0 such

that ψρ0(t) exists, then the vectors ψρ(t) form a totalizing set of units.

8.5.3 Lemma. ψρ(t) exists, whenever |ρ| < 1
2
. Moreover, we have

〈ψρ(t), ψσ(t)〉 = e−
ct
2

ln(1−4ρσ) (8.5.1)

where the function

κ : (ρ, σ) 7→ − c

2
ln(1− 4ρσ)

is a positive definite kernel on U 1
2
(0)× U 1

2
(0).
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Proof. First, we show that the left-hand side of (8.5.1) exists in the simpler case σ = ρ

showing, thus, existence of ψρ(t).

Set f = ρII t. Then (ff)f = |ρ|2 f . This yields the commutation relation NffB
∗
f =

B∗
fNff + 2 |ρ|2 B∗

f . Moreover, 2c Tr(ff) = 2c |ρ|2 t. We find

BfB
∗
f

n =B∗
fBfB

∗
f

n−1 + (2c |ρ|2 t + 4Nff )B
∗
f

n−1

=B∗
fBfB

∗
f

n−1 + B∗
f

n−1(2c |ρ|2 t + 8 |ρ|2 (n− 1)) + B∗
f

n−14Nff

=B∗
f

nBf + nB∗
f

n−14Nff

+ B∗
f

n−12 |ρ|2 (
(ct + 4(n− 1)) + (ct + 4(n− 2)) + . . . + (ct + 0)

)

=B∗
f

nBf + nB∗
f

n−14Nff + B∗
f

n−12n |ρ|2 (ct + 2(n− 1)).

If we apply this to the vacuum Φ, then the first two summands dissappear. We find the

recursion formula

〈B∗
f

nΦ, B∗
f

nΦ〉
(n!)2

= 4 |ρ|2
( ct

2n
+

n− 1

n

)〈B∗
f

n−1Φ, B∗
f

n−1Φ〉
((n− 1)!)2

.

It is clear that
∞∑

n=0

〈B∗f nΦ,B∗f
nΦ〉

(n!)2
converges, if and only if 4 |ρ|2 < 1 or |ρ| < 1

2
.

For fixed ρ ∈ U 1
2
(0) the function 〈ψρ(t), ψρ(t)〉 is the uniform limit of entire functions on

t and, therefore, itself an entire function on t. In particular, since ψρ(s+ t) = ψρ(s)⊗ψρ(t),

there must exist a number κ ∈ R (actually, in R+, because 〈ψρ(t), ψρ(t)〉 ≥ 1) such that

〈ψρ(t), ψρ(t)〉 = eκt. We find κ by differentiating at t = 0. The only contribution in

d

dt

∣∣∣∣
t=0

4 |ρ|2
( ct

2n
+

n− 1

n

)
· . . . · 4 |ρ|2

(ct

2
+ 0

)

comes by the Leibniz rule, if we differentiate the last factor and put t = 0 in the remaining

ones. We find

d

dt

∣∣∣∣
t=0

〈ψρ(t), ψρ(t)〉 =
∞∑

n=1

(4 |ρ|2)n 1

n

c

2
= − c

2
ln(1− 4 |ρ|2).

The remaining statements follow essentially by the same computations, replacing |ρ|2 with

ρσ. Cleary, ρσ is a positive definite kernel. Then by Schur’s lemma also the function κ(ρ, σ)

as a limit of positive linear combinations of powers of ρσ is positive definite.

8.5.4 Remark. The function κ is nothing but the covariance function of the product sys-

tem in the sense of Arveson [Arv89a], which is defined on the set of all units, restricted to

the set of special units ψρ(t). In the set of all units we must take into account also multiples

ect of our units, and the covariance function on this two parameter set is only a conditionally

positive kernel.
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Let

vρ =

√
c

2

(
2ρ ,

(2ρ)2

√
2

, . . . ,
(2ρ)n

√
n

, . . .
)
∈ `2.

Then 〈vρ, vσ〉 = − c
2
ln(1−4ρσ) and the vectors vρ are total in `2 and v0 = 0. In other words,

the Kolmogorov decomposition for the covariance function is the pair (`2, ρ 7→ vρ) and the

vectors vρ form a totalizing set. The following theorem is a simple corollary of Lemma 8.5.3.

8.5.5 Theorem. There is a unique isomorphism H∞ → Γ(L2(R+, `2)), invariant under

time shift and fulfilling

ψρ(t) 7−→ ψ(vρII t).

8.5.6 Remark. Defining EI as the submodule of E generated by S(I), we find (for disjoint

I and J) Γ(EI∪J) = Γ(EI)¯Γ(EJ) precisely as in the proof of Theorem 8.1.6. Clearly, setting

Et = E[0,t), we find a tensor product system
(
Γ(Et)

)
of pre-Hilbert NS–NS–modules in the

sense of Definition 11.1.1 (generalized suitably to Hilbert modules over P ∗–algebras).

8.6 Connections with the finite difference algebra

After the rescaling c → 2 and ρ → ρ
2
, the right-hand side of (8.5.1), extended as in (7.2.1)

from indicator functions to step functions, is the kernel used by Boukas [Bou88, Bou91a]

to define a representation space for Feinsilver’s finite difference algebra [Fei87]. Therefore,

Boukas’ space and ours coincide.

Once established that the representation spaces coincide, it is natural to ask, whether

the algebra of square of white noise contains elements fulfiling the relations of the finite

difference algebra. Indeed, setting c = 2 and defining

Qf =
1

2
(B∗

f + Nf ) Pf =
1

2
(Bf + Nf ) Tf = 1Tr f + Pf + Qf (8.6.1)

for f ∈ L2(R) ∩ L∞(R), we find

[Pf , Qg] = [Tf , Qg] = [Pf , Tg] = Tfg. (8.6.2)

Specializing to f = f ∈ S these are precisely the relations of the finite difference algebra. In

fact, the operators Qf , Pf , Tf are precisely those found by Boukas. However, it is not clear

whether the relation Tf = 1Tr f + Pf + Qf follows already from (8.6.2), or is independent.

(In the second case, Boukas’ representation has no chance to be faithful.)

In all cases, the operators Qf , Pf , Tf are not sufficient to recover Bf , B
∗
f , Nf . (We can only

recover the operators B∗
f −Bf and B∗

f +Bf +2Nf .) Whereas the algebra of square of white

noise is generated by creation, annihilation, and conservation operators, the representation

of the finite difference algebra is generated by certain linear combinations of such.
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8.7 Square of white noise as current algebra

Without going into detail, we review some results from Accardi, Franz and Skeide [AFS00]

which show how representations of algebras like the square of white noise can be studied

systematically. Let g be an involutive complex Lie algebra algebra. Suppose we have three

linear mappings (π, η, L) where π : g → La(H) is a representation of g on some pre-Hilbert

space H, i.e. π(X∗) = π(X)∗ and π([X, Y ]) = [π(X), π(Y )], η : g → H is a cocycle with

respect to this representation, i.e. η([X,Y ]) = π(X)η(Y ) − π(Y )η(X), and L : g → C is a

coboundary of η, i.e. L([X, Y ]) = 〈η(X∗), η(Y )〉 − 〈η(Y ∗), η(X)〉 and L is hermitian. To any

X ∈ g and any f ∈ S(R+) we assign the operator

Xf = λ(fπ(X)) + a∗(fη(X)) + a(fη(X∗)) + 1L(X) Tr f

on the symmetric Fock space Γ(L2(R+,H)). Simple applications of the CCR (8.1.6) and

Relations (8.1.7) show that the operators Xf , Yg fulfill the commutations relations

[Xf , Yg] = λ
(
fgπ([X, Y ])

)
+ a∗

(
fgη([X,Y ])

)
+ a

(
fgη([X,Y ]∗)

)
+ 1L([X, Y ]) Tr(fg)

= [X, Y ]fg.

In other words, f : X 7→ Xf is a representation of the current Lie algebra S(R+, g) over g

(equipped with the pointwise operation). This fact is well-known from the theory of cur-

rent representations as discussed (among many others) in Parthsarathy and Schmidt [PS72].

Not so well-known is, maybe, the fact that the current Lie algebra (or better the current

algebra, i.e. the universal enveloping algebra of the current Lie algebra which, actually, is a

∗–bialgebra) is closely related to the theory of white noises on bialgebras, so-called quantum

Lévy processes by Schürmann [Sch93]. Schürmann’s results assert that (under a mild conti-

nuity condition and under the assumption that there exists a vacuum vector distinguished

by certain properties, like to be factorizing on products of elements from subalgebras to

different time intervals) all representations of the current algebra arise in the above way. It

is even sufficient to know only the functional L. Moreover, Schürmann provides us with a

quantum stochastic calculus for the integrators Xt := XII[0,t]
and shows that the products

of these processes fulfill a (highly entangled in the case of general ∗–bialgebras) system of

quantum stochastic differential equations. Also an Ito formula drops out.

The relation of these considerations with the square of white noise becomes immediate

from the following observation. Let swn be the Lie algebra generated by elements b, b∗,m

with relations [b, b∗] = m and [m, b∗] = 2b∗. (As real Lie algebra this is sl2.) Then for

all operators B∗
f , Bf , Nf fulfilling the square of white noise relations, b∗f 7→

B∗f
2

, bf 7→ Bf

2
,

mf 7→ c
2
Tr f + Nf establishes a one-to-one correspondence between representations of the

current algebra over swn and representations of the square of white noise.
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The obvious idea acted out in [AFS00] is to study representations of the square of white

noise by means of Schürmann triples (π, η, L) for swn. Refering the reader to [AFS00]

for any further detail, we only outline some results important in connection with other

representations of the finite difference algebra. It is possible to choose the Schürmann triple

such that the representation on the symmetric Fock space Γ(L2(R+,H)) is that comming

from the unitary isomorphism in Theorem 8.5.5. The cocyle η is non-trivial in the sense

that it is not of the form η(X) = π(X)η0 for some fixed vector η0 ∈ H = `2 (i.e. η is not a

coboundary).

By taking the direct sum of the one-dimensional Lie algebra C1 and swn we obtain gl2.

Also the finite difference algebra is, actually, the current algebra over the finite difference

Lie algebra fd generated by elements p, q, t fulfilling the relations coming from (8.6.2) by

specializing to p = PII[0,1]
, q = QII[0,1]

, t = TII[0,1]
. Also fd is a Lie subalgebra of gl2. Any

representation of S(R+, swn) first extends to a representation of S(R+, gl2) (by 1f 7→
1Tr f), and then restricts to a representation of S(R+, fd). For our representation we know

this result from Section 8.6. It is Boukas’ representation.

Already Parthasarathy and Sinha [PS91] noticed that Boukas’ representation space is

isomorphic to a symmetric Fock space. They also constructed a representation of the finite

difference algebra. Their construction starts, however, from a trivial cocycle. This cocycle

extends to a trivial cocycle for the same representation of swn as before. As the cocycle for

our representation is non-trivial, the functionals L in these two cases are certainly different,

and Schürmann’s uniqueness results reconfirm the result by Accardi and Boukas [AB00]

that the representation of the finite difference algebras obtained by Boukas is not unitarily

equivalent to that obtained in [PS91].
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Interacting Fock spaces

In [ALV97] Accardi, Lu, and Volovich proposed the following definition. An interacting Fock

space over a Hilbert space is the usual full (or boltzmanian) Fock space F(H) =
⊕

n∈N0

H⊗n

over a Hilbert space H where, however, direct sum and tensor products are understood

algebraically, and where the (semi-)inner product on the n–particle sector H⊗n is rather

arbitrary. The creators a∗(f) (f ∈ H) are the usual ones. Restrictions to the semiinner

product arise by the requirement that each creator a∗(f) should have an adjoint a(f) with

respect to the new inner product. This implies that the creators (and also the annihilators)

respect the kernel of the semiinner product; see Corollary 1.4.3.

This definition was suggested by the observation that in the stochastic limit of an elec-

tron coupled to the electro magnetic field as computed in Accardi, Lu [AL96] the limit

distribution of the field operators in the vacuum state of the field and some state on the

system space of the electron can be understood as the vacuum expectation of creators and

annihilators on an interacting Fock space. In the meantime, we know many other examples

of interacting Fock spaces; see e.g. Section 9.1. We mention the representation space of the

renormalized square of white noise (see Section 8.4). The list of examples can be continued

ad infinitum. However, it is not our goal to give an account of the history of interacting

Fock space.

In this chapter we present the results from Accardi and Skeide [AS98] which assert that,

in a certain sense, interacting Fock spaces and full Fock modules are, more or less, two ways

to look at the same thing. Already in the QED-example (see Appendix D) from Accardi

and Lu [AL96] the idea arose to use the language of Hilbert modules to understand better

the underlying structure. In fact, the idea is very natural. The limit computed in [AL96],

actually, is the limit of the vacuum conditional expectation (see Example 4.4.12) from the

algebra of operators on S⊗Γ(L2(Rd)) onto the algebra of operators on S, where S denotes the

Hilbert space of the electron. Therefore, the GNS-construction of the limit should provide us

145
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with a Hilbert module. However, in [AL96] the limit of the vacuum conditional expectation

was computed only weakly. In [Ske98a] we showed that the limit conditional expectation

exists. We pointed out that that GNS-module of the vacuum conditional expectation is a

full Fock module and the moments of the limits of the field operators are those of creators

and annihilators in the vacuum conditional expectation of this Fock module; see Appendix

D.

Motivated by the examples we ask, whether it is possible in general to represent operators

on an interacting Fock space by operators on a full Fock module and, thus, to glue together

the theory of interacting Fock spaces and the theory of full Fock modules. In Section 9.3 we

answer this question in the affirmative sense by an explicit construction (Theorems 9.3.1,

9.3.2, and 9.3.6). We obtain in full algebraic generality that the algebra generated by creators

and annihilators on an interacting Fock space is determined by the module generalization

of the Cuntz relations (6.1.1). In Section 9.2 we show that it is also possible to associate

with a given Fock module an interacting Fock space. In Example 9.3.7 we explain that the

construction in Section 9.2 reverses the construction in Section 9.3.

We obtain a clearer picture of what the construction actually does, if we restrict to the

subcategory of interacting Fock spaces which are embeddable (via an isometry) into a usual

full Fock space. In Section 9.4 we show that a creator a∗(f) on an embeddable interacting

Fock space may be represented as a modified creator κ`∗(f) on a full Fock space (Theorem

9.4.5). Here κ is in the relative commutant of the number operator, in other words, κ
leaves invariant the number of particles. In the module picture the one-particle sector of the

Fock space is replaced by a two-sided module, precisely, over the algebra of such operators.

Therefore, in the module picture it is possible to ‘absorb’ the operator κ into the creator

on the full Fock module over the one-particle module (Theorem 9.4.9). We also provide two

criteria which show that there are plenty of embeddable interacting Fock spaces (Theorems

9.4.2, and 9.4.3).

In Section 9.1 we define what we understand by interacting Fock space. The definition

differs slightly from the definition in [ALV97]. The difference consists, however, only in that

we divided out the kernel of the semiinner product of [ALV97] in order to have an inner

product. Then we describe some examples of interacting Fock spaces. The generalization

of the notion of Hilbert module and full Fock module to Hilbert modules over P ∗–algebras

are discussed in Appendix C. These are necessary in view of Example 9.1.5 due to Accardi

and Bozejko [AB98] where a relation between orthogonal polynomials and interacting Fock

spaces is pointed out, and also for our realization of the square of white noise in Chapter 8.

In Section 9.2 we show for some examples how distributions of creators and annihilators on

an interacting Fock space may be realized as distributions of creators and annihilators on a

suitable full Fock module.
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In Section 9.5 we explain all aspects from the first sections in the example of the symmet-

ric Fock space. We point out the origin of the complications and explain why the symmetric

Fock space is a “bad” example for an interacting Fock space.

9.1 Basic definitions and examples

The definition of interacting Fock space used here differs slightly from the definition in

[ALV97]. The difference is that we divide out the kernel of the inner product. The benefits

from this approach are a positive definite inner product and absence of the condition that

the operators have to respect some kernel (cf. the introduction). Of course, we loose the

tensor product structure of the n–particle sector. Instead of a tensor product H⊗n we are

concerned with rather arbitrary pre-Hilbert spaces Hn. However, the Hn are required to be

spanned by the range of all creators. Let us introduce some notation.

9.1.1 Definition. Let
(
Hn

)
n∈N0

be a family of pre-Hilbert spaces. Denote by H =
⊕

n∈N0

Hn

their algebraic direct sum. Similar to Definition 6.2.2 (setting Hn = {0} for n < 0), we

define for each m ∈ Z the space

La
m(H) =

{
A ∈ La(H) : AHn ⊂ Hn+m (n ∈ N0)

}
.

9.1.2 Definition. Let
(
Hn

)
n∈N0

be a family of pre-Hilbert spaces with H0 = CΩ. Let H

be another pre-Hilbert space. We say I =
⊕

n∈N0

Hn is an interacting Fock space (based on

H), if there exists a mapping a∗ : H → La
1(I), fulfilling span

(
a∗(H)Hn

)
= Hn+1.

The operators a∗(f) are called creators. Their adjoints a(f) are called annihilators. Ob-

serve that the linear span of all a∗(fn) . . . a∗(f1)Ω (fi ∈ H) is Hn. By A(I) we denote the

∗–algebra generated by all a∗(f) (f ∈ H).

9.1.3 Remark. Usually, we identify H and H1 by the additional requirement a∗(f)Ω = f

for all f ∈ H. However, in Example 9.1.5 we will have a∗(f)Ω =
√

ω1f for a fixed real

number ω1 > 0. Another problem may appear, if a∗(f)Ω = 0 although f 6= 0. Therefore, it

is important to keep the freedom to choose H and H1 differently.

The definition of interacting Fock space is very flexible. Of course, the usual full Fock

space F(H) with Hn = H⊗n and its natural inner product is an example. But also the

symmetric Fock space Γ(H) fits into the description; see Secion 9.5. Although isomorphic

to a symmetric Fock space (Section 8.5), it is better to look also at the representation space

of the square of white noise (Section 8.4) as an interacting Fock space, because the square
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of white noise creators B∗
f are precisely the creators in the interacting Fock space picture,

whereas this is not true in the picture of the symmetric Fock space; see Section 8.7.

In the following examples we construct several interacting Fock spaces in the way as

described in [ALV97]. In other words, we start with a full Fock space and then change

the inner product on the n–particle sector and divide out the kernel. In these cases we

always choose the creators a∗(f) to be the images of the usual ones `∗(f) on the quotient.

Necessarily, the `∗(f) have to respect the kernel of the new inner product. By Corollary

1.4.3, giving an explicit adjoint of `∗(f), this condition is fulfilled automatically, and the

image of this adjoint on the quotient is the the unique adjoint a(f) of a∗(f).

9.1.4 Example. The Lu-Ruggeri interacting Fock space. In [LR98] the n–particle

sectors of the full Fock space F(L2(R)) had been equipped with a new inner product by

setting

〈fn ⊗ . . .⊗ f1, gn ⊗ . . .⊗ g1〉

=

∫ ∞

0

dx1

∫ ∞

x1

dx2 . . .

∫ ∞

xn−1

dxn f1(x1) . . . fn(xn)gn(xn) . . . g1(x1).

Notice that this is nothing but the integral over the n–simplex {xn ≥ . . . ≥ x1 ≥ 0}. An

adjoint of the creator `∗(f) is given by

[`(f)g ⊗ gn ⊗ . . .⊗ g1](xn, . . . , x1) =

∫ ∞

xn

dx f(x)g(x)gn(xn) . . . g1(x1) and `(f)Ω = 0.

Choosing Hn as the pre-Hilbert space obtained from L2(R)⊗n by dividing out the length-zero

elements of the new semiinner product, we get an interacting Fock space. Of course, what

we obtain is precisely the time ordered Fock space IΓ(C). New is the definition of creators

and annihilators on this space; see also Muraki [Mur00].

9.1.5 Example. The one-mode interacting Fock space and orthogonal polyno-

mials. Let µ be a symmetric probability measure on R with compact support so that all

moments
∫

xnµ(dx) (n ∈ N0) exist. It is well-known that there exists a sequence
(
ωn

)
n∈N of

non-negative real numbers and a sequence
(
Pn

)
n∈N0

of (real) polynomials, such that P0 = 1,

P1 = x,

xPn = Pn+1 + ωnPn−1 (n ≥ 1),

and

〈Pn, Pm〉 :=

∫
Pm(x)Pn(x)µ(dx) = δmnωn . . . ω1.



9.2. Interacting Fock space from full Fock module 149

Let us consider the one-mode Fock space F(C). Denote by en the basis vector of C⊗n and

equip the n–particle sector with a new (semi-)inner product by setting 〈en, en〉 = ωn . . . ω1.

Of course, `∗(e1) has an adjoint. Dividing out the kernel of the new inner product (which

is non-trivial, if and only if some of the ωn are 0) we obtain the one-mode interacting Fock

space Iω. In [AB98] Accardi and Bozejko showed that the mapping en 7→ Pn establishes a

unitary U from the completion of Iω onto L2(R, µ). Moreover, denoting a∗ = a∗(e1), one

obtains Ua∗U∗Pn = Pn+1 and U(a∗ + a)U∗ = x. The last equation means that the operator

of multiplication by x on L2(R, µ) is represented on the one-mode interacting Fock space by

the sum a∗ + a.

For later use in Example 9.3.8 and as a motivation for Section 9.4 we present a variant

of the preceding discussion. Assume that all ωn are different from 0. (This means that

the support of µ contains infinitely many points.) Let us use the normalized polynomials

Qn = 1√
ωn...ω1

Pn. The recursion formula becomes

xQn =
√

ωn+1Qn+1 +
√

ωnQn−1 (n ≥ 1),

with Q0 = 1 and Q1 = x√
ω1

. Then the mapping en 7→ Qn establishes a unitary V from

the usual full Fock space F(C) onto L2(R, µ). Moreover, denoting by `∗ = `∗(e1) the usual

creator, one obtains V `∗V ∗Qn = Qn+1 and V (
√

ωN`∗ + `
√

ωN)V ∗ = x. By
√

ωN we mean

the function n 7→ ωn of the number operator N : en 7→ nen. In other words, instead of the

real part of the creator a∗ on the interacting Fock space, we obtain the real part of the

modified creator
√

ωN`∗ on the usual full Fock space. It is easy to see that a∗ 7→ √
ωN`∗

still defines a ∗–algebra monomorphism A(I) → La(F(C), if some ωn are 0. In this case

one just has to use the partial isometry V defined as above as long as ωn 6= 0, and mapping

en to 0 for all n ≥ n0 where n0 is the smallest n for which ωn = 0. It is noteworthy, that

V ∗ always is an isometry.

9.2 Interacting Fock space from full Fock module

In this section we look at full Fock modules in the sense of Appendix C.3 and show how to

obtain interacting Fock spaces from full Fock modules. The we illustrate this in an Example.

Recall Convention C.1.8.

Let E be pre-Hilbert B–module and suppose that B ⊂ Ba(G) acts (S–positively) on a

pre-Hilbert space G. Let Ω be a fixed unit vector in G and suppose that the state 〈Ω, •Ω〉
separates the elements of E in the sense that 〈Ω, 〈x, x〉Ω〉 = 0 implies x = 0. We set

H0 = CΩ. Refering again to the Stinespring construction, we denote by Hn = E¯n ¯ Ω

(n ∈ N) the subspaces of E¯n ¯G consisting of all elements LxΩ (x ∈ E¯n).
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Then I =
⊕

n∈N0

Hn is an interacting Fock space based on H1. Let GΩ = BΩ. It is

easy to see that Hn = E¯n ¯ GΩ (n ∈ N). Thus, I is just F(E) ¯ GΩ ª (1 − |Ω〉〈Ω|)GΩ.

The creators are given by a∗(h) = `∗(x) ¯ id ¹ I, where x is the unique element in E,

fulfilling LxΩ = h ∈ H1. By construction, `∗(x) ¯ id leaves invariant the subspace I of

F(E) ¯ GΩ. Defining the projection pΩ = |Ω〉〈Ω| ⊕ ⊕
n∈N

idHn onto F(E) ¯ GΩ, we have

a∗(h) = (`∗(x)¯ id)pΩ, so that the adjoint of a∗(h) is given by a(h) = pΩ(`(x)¯ id) ¹ I.

In Example 9.3.7 we will see that by this construction an arbitrary interacting Fock space

based on H1 can be recovered from a full Fock module. If a∗(h)Ω = 0 implies a∗(h) = 0,

then the whole construction also works for interacting Fock spaces based on more general

pre-Hilbert spaces H.

9.2.1 Example. The full Fock module for the Lu-Ruggeri interacting Fock space.

Our goal is to recover the inner product of elements in the interacting Fock space from

Example 9.1.4 by the inner product of suitable elements in a full Fock module. Let

E = span
{
f £ z : (s, t) 7→ f(s)II [0,s](t)z(t)

∣∣ f ∈ L2(R+), z ∈ Cb(R+)
}

where R+ = [0,∞). One may understand the £–sign as a time ordered tensor product.

Observe that not one of the non-zero functions in E is simple. Clearly, E is invariant under

the left multiplication z(f £z′) = (zf)£z′ and the right multiplication (f £z′)z = f £ (z′z)

by elements z ∈ Cb(R+). Moreover, the inner product

〈f £ z, f ′ £ z′〉(t) =

∫
ds (f £ z)(s, t)(f ′ £ z′)(s, t) =

∫ ∞

t

ds f(s)z(t)f ′(s)z′(t)

maps into the continuous bounded functions on R+ so that E becomes a pre-Hilbert Cb(R+)–

module.

Define the state ϕ(z) = z(0) on Cb(R+). One easily checks that

ϕ
(〈(fn £ 1)¯ . . .¯ (f1 £ 1), (gn £ 1)¯ . . .¯ (g1 £ 1)〉) = 〈fn ⊗ . . .⊗ f1, gn ⊗ . . .⊗ g1〉

where the right-hand side is the inner product from Example 9.1.4.

9.3 Full Fock module from interacting Fock space

Our goal is to associate with an arbitrary interacting Fock space I a full Fock module in such

a way that certain ∗–algebras of operators on I may represented as operators on that Fock

module. In particular, we want to express the moments of operators on I in the vacuum

expectation 〈Ω, •Ω〉 by moments of the corresponding operators on the Fock module in a

state of the form

ϕ ◦ E0,
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where E0 = 〈ω, •ω〉 denotes the vaccum conditional expectation on the Fock module, and

where ϕ is a state. We will see that we can achieve our goal by a simple reinterpretation of

the graduation of La(I) in Definition 9.1.1. Since we work in a purely algebraic framework,

we cannot consider the full ∗–algebra La(I). It is necessary to restrict to the ∗–algebra

A0(I) =
⊕
n∈Z

La
n(I); see Remark 9.3.4 below. Clearly, A0(I) is a graded ∗–algebra.

Let I =
⊕

n∈N0

Hn be an interacting Fock space and let S be the subset of La
0(I) con-

sisting of all elements of the form a∗a where, however, a may stem from the bigger algebra

La(I); cf. Remark C.1.4. As La
k(I)La

` (I) ⊂ La
k+`(I) we find that all spaces La

m(I) are

La
0(I)–La

0(I)–modules. Clearly,

〈x, y〉 = x∗y

fulfills our positivity condition (Definition C.2.1) and all other properties of an La
0(I)–valued

inner product so that La
m(I) becomes a pre-Hilbert La

0(I)–La
0(I)–module.

One easiliy checks that La
k(I)¯La

` (I) = span
(
La

k(I)La
` (I)

)
via the identification x¯y =

xy. (See also Remark 9.3.4.) We set E0 = La
1(I) and define the maximal full Fock module

F0(I) associated with the interacting Fock space I by

F0(I) = F(E0) =
⊕

n∈N0

(E0)¯n ⊂
⊕

n∈N0

La
n(I).

We explain in Remark 9.3.3 in which sense this module is maximal.

Let A ∈ La
m(I). By setting

axn ¯ . . .¯ x1 = axn . . . x1 =





Axn . . . x1 for n + m ≥ 0

0 otherwise,

we define an element a in La(F(E0)).

9.3.1 Theorem. The linear extension of the mapping A 7→ a to all element a in A0(I)

defines a ∗–algebra monomorphism A0(I) → La(F(E0)).

Proof. We perform the Stinespring construction. One easily checks that F0(I) ¯ I = I
and that ρ(a) = A. Therefore, A 7→ a is injective and, clearly, a ∗–homomorphism. (Cf.

also the appendix of [Ske98a].)

9.3.2 Theorem. For all A ∈ A0(I) we have

〈Ω, AΩ〉 = 〈Ω,E0(a)〉Ω〉.
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Proof. It is sufficient to check the statement for A ∈ La
m(I). If m 6= 0, then both sides are

0. If m = 0, then aω = a = A. (Here we made the identifications La
0(I)(E0)¯0 ⊂ (E0)¯0 =

La
0(I).) Therefore, both sides coincide also for m = 0.

9.3.3 Remark. The module F0(I) is maximal in the sense that the vacuum ω is cyclic for

A0(I) and that A0(I) is the biggest subalgebra of La(I) which may be represented on a

purely algebraic full Fock module. Cf. also Remark 9.3.4.

The following somewhat lengthy remark explains to some extent why we have to restrict

to A0(I), and why La
k(I) ¯ La

` (I) cannot coincide with La
k+`(I). The reader who is not

interested in these explanations may skip the remark.

9.3.4 Remark. An excursion about duality. In our framework, where the constructions

of direct sum and tensor product are understood purely algebraically, there is a strong

anti-relation between spaces which arise by such constructions and spaces of operators on

them. For instance, a vector space V may be understood as the direct sum
⊕
b∈B

(Cb) over

all subspaces Cb where b runs over a basis B of V . To any b ∈ B we associate a linear

functional βb in the algebraic dual V ′ of V by setting βb(b
′) = δbb′ . Then the direct sum

V ′
B =

⊕
b∈B

(Cβb) over all subspaces Cβb of V ′ is a subspace of V ′ which depends on B, whereas

the direct product over all Cβb may be identified with V ′ itself. Obviously, V ′
B is dense in

V ′ with respect to the weak∗ topology. Problems of this kind are weakened, when topology

comes in, but they do not dissappear. For instance, also the Banach space dual V ∗ of a

Banach space V , usually, is much “bigger” than V .

As another example let us consider the space L(V,W ) of linear mappings between two

vector spaces V and W ; cf. the appendix of [Ske98a]. Clearly, L(V, W ) is an L(W )–L(V )–

module. Denote by Lf(V, W ) the finite rank operators. Notice that we may identify Lf(V,W )

with W⊗V ′. The elements of W ′⊗V act on L(V, W ) as linear functionals. Clearly, Lf(V,W )

is dense in L(V, W ) with respect to the locally convex Hausdorff topology coming from this

duality. It is noteworthy that an element a ∈ L(W ) acts as right module homomorphism on

both, L(V,W ) and Lf(V, W ). Actually, a as an element of Lr(L(V,W )) is uniquely deter-

mined by its action on Lf(V,W ) and, therefore, the algebras Lr(L(V, W )) and Lr(Lf(V, W ))

are isomorphic; see [Ske98a].

Applying the preceding considerations in an appropriate way, one may show the following

results. (Here means closure in a space of operators between pre-Hilbert spaces with

respect to the weak topology.)

span
(
La

0(I)a∗(H)La
0(I)

)
= E0 and La

k(I)¯ La
` (I) = La

k+`(I).
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Finally, the action of A0(I) on F0(I) may be extended (uniquely) to an action of La(I) =

A0(I) on F0(I). This suggests also to introduce the closures E ¯ F and F(E) as a dual

tensor product and a dual full Fock module, respectively.

Now let us return to our original subject. So far we said what we understand by the

maximal full Fock module associated with I. What could be the minimal full Fock module?

The answer is simple. A minimal Fock module should contain everything within the maximal

Fock module, what is cum grano salis generated by by a∗(H), but not more.

Consequently, we restrict to the ∗–subalgebra A(I) of A0(I) generated by a∗(H). The

graduation on A0(I) gives rise to a graduation on A(I). Using the notation

Aε =





A∗ if ε = 1

A if ε = −1

we find

Em := A(I) ∩ La
m(I)

= span
{
aεn(fn) . . . aε1(f1)

∣∣ fi ∈ H, (ε1, . . . , εn) ∈ {−1, 1}n,

n∑

k=1

εk = m
}
.

We set B = E0 + C1. Again all Em are pre-Hilbert B–B–modules. However, now we have

Ek ¯ E` = Ek+`. Set E = E1. Clearly, E = span(Ba∗(H)B).

9.3.5 Definition. By the minimal full Fock module associated with the interacting Fock

space I we mean F0(I) = F(E).

9.3.6 Theorem. Theorems 9.3.1 and 9.3.2 remain true when restricted to A(I) and F0(I).

In particular, A 7→ a defines a ∗–algebra isomorphism A(I) → A(F0(I)).

Proof. Clear.

9.3.7 Example. The converse of Section 9.2. Let F0(I) be the minimal Fock mod-

ule associated with an interacting Fock space based on H1; cf. Remark 9.1.3. Then the

state 〈Ω, •Ω〉 separates the elements of E. Obviously, the pre-Hilbert space F0(I) ¯ Ω as

constructed in Section 9.2, is nothing but I and the creator (`∗(x) ¯ id)pΩ on the former

coincides with the creator a∗(h) on the latter, where h = x¯Ω. Therefore, the construction

of the minimal Fock module is reversible.

We could ask, whether also the construction in Section 9.2 is reversible, in the sense that

it is possible to recover the Fock module F(E) we started with. However, as the construction

only involves the subspace F0(I)¯Ω and not the whole space F0(I)¯G, we definitely may
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loose information. For instance, if E is the direct sum of two Bi–modules Ei (i = 1, 2) with

an obvious B1 ⊕B2–module structure, and if we choose a state 〈Ω1, •Ω1〉, which is 0 on B2,

then we loose all information about E2.

9.3.8 Example. Let H be a pre-Hilbert space. Then the full Fock space I = F(H) is itself

an interacting Fock space. On the minimal Fock module F0(I) we may represent not much

more than the ∗–algebra A(F(H)) which is generated by all creators a∗(f) = `∗(f) on the

original Fock space. On the maximal Fock module F0(I) we may represent the full ∗–algebra

A0(F(H)). In particular, operators on F(H) of the form z`∗(f)z′ (f ∈ H; b, b′ ∈ La
0(F(H)))

are represented by creators `∗(b`∗(f)b′) on F0(I).

For instance, in Example 9.1.5 we established an isometry ξ = V ∗U : Iω → F(C) from

the one-mode interacting Fock into the one-mode full Fock space. We found ξa∗ξ∗ =
√

ωN`∗.

This squeezed creator on the full Fock space, immediately, becomes the creator `∗(
√

ωN`∗)

on the maximal Fock module F0(F(C)) associated with F(C).

It is noteworthy that all ingredients of the construction of F0(Iω) and F0(Iω), being

subsets of A0(Iω), may be identified isometrically with ingredients of the corresponding

construction of F0(F(C)) and F0(F(C)), being subsets of A0(F(C)), via the mapping

Ξ(•) = ξ • ξ∗.

What we did in Examples 9.1.5 and 9.3.8 for the one-mode interacting Fock space con-

sisted in two parts. Firstly, we constructed an isometry from Iω into F(C). Under this

isometry the creator a∗ on Iω became the squeezed creator
√

ωN`∗ on F(C). Secondly, af-

ter constructing the maximal Fock module F0(F(C)) the squeezed creator became a usual

creator on the maximal Fock module. In the following section we will see that these two

steps are possible in general for a wide class of interacting Fock spaces.

9.4 Embeddable interacting Fock spaces

9.4.1 Definition. Let I =
⊕

n∈N0

Hn be an interacting Fock space based on H. We say I
is an embeddable interacting Fock space, if there exists an isometry ξ : I → F(H), which

respects the n–particle sector, i.e.

ξHn ⊂ H⊗n and ξΩ = Ω.

We say I is algebraically embeddable, if ξ maps into F(H).

The following two theorems show that there exist many embeddable and many alge-

braically embeddable interacting Fock spaces. Actually, all known examples of interacting

Fock spaces fit into the assumptions of one of these two theorems.
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9.4.2 Theorem. Let I be an interacting Fock space based on H and define the surjective

linear operator Λ: F(H) → I by setting

Λ(fn ⊗ . . .⊗ f1) = a∗(fn) . . . a∗(f1)Ω and ΛΩ = Ω.

Then the following two conditions are equivalent.

(i) The operator Λ has an adjoint Λ∗ in L(I,F(H)).

(ii) There exists an operator L : F(H) → F(H) fulfilling LH⊗n ⊂ H⊗n, such that

〈a∗(fn) . . . a∗(f1)Ω, a∗(gn) . . . a∗(g1)Ω〉 = 〈fn ⊗ . . .⊗ f1, Lgn ⊗ . . .⊗ g1〉.

Moreover, if one of the conditions is fulfilled, then I is embeddable.

Proof. Clearly Condition (i) implies Condition (ii), because L = Λ∗Λ has the claimed

properties. So let us assume that Condition (ii) is fulfilled.

Firstly, we show that I is embeddable. The operator L must be positive. In particular, L

is bounded below. Henceforth, by Friedrich’s theorem L has a self-adjoint extension. Denote

by λ the positive square root of this extension (whose domain, clearly, contains F(H)). Then

the equation ξa∗(fn) . . . a∗(f1)Ω = λfn ⊗ . . .⊗ f1 defines an isometry ξ : I → F(H).

Secondly, we show existence of Λ∗. We have to show that for each I ∈ I there exists a

constant CI > 0, such that 〈ΛF, I〉 ≤ ‖F‖CI for all F ∈ F(H). We may choose G ∈ F(H)

such that ΛG = I. Then our assertion follows from

〈ΛF, I〉 = 〈ΛF, ΛG〉 = 〈F, LG〉 ≤ ‖F‖ ‖LG‖ .

9.4.3 Theorem. Let I be an interacting Fock space based on H and suppose that H has a

countable Hamel basis. Then I is algebraically embeddable.

Proof. Let
(
ei

)
i∈N denote the Hamel basis for H. We may assume this basis to be orthonor-

mal. (Otherwise, apply the Gram-Schmidt orthonormalization procedure.) Enumerate the

vectors en
k = ekn ⊗ . . .⊗ ek1 (k = (k1, . . . , kn) ∈ Nn) in a suitable way. In other words, find

a bijective mapping σ : N → Nn. Then apply the orthonormalization to the total sequence(
bn
σ(i)

)
i∈N of vectors in Hn where we set bn

k = a∗(ekn) . . . a∗(ek1)Ω. The result of orthonor-

malization is another sequence
(
cn
i

)
i∈N of vectors, some of which are 0 and the remaining

forming an orthonormal basis for Hn. Then

ξcn
i =





en
σ(i) for cn

i 6= 0

0 otherwise
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defines the claimed isometry.

We remark that ξ has an adjoint ξ∗ defined on the domain Dξ∗ = ξI ⊕ (ξI)⊥ dense in

F(H). Clearly, this domain is mapped by ξ∗ onto I.

Before we show the implications of Definition 9.4.1, we provide a simple but useful

factorization Lemma about operators on tensor products of vector spaces.

9.4.4 Lemma. Let U , V , W , and X be vector spaces and let S ∈ L(W,U) and T ∈
L(V ⊗ W,X) be operators, such that Sw = 0 implies T (v ⊗ w) = 0 for all v ∈ V . Then

there exists an operator R ∈ L(V ⊗ U,X), such that

T = R(id⊗S).

Proof. DenoteN = ker(S). Then there exists a subspaceN 0 ⊂ W , such that W = N 0⊕N
and S ¹ N 0 is a bijective mapping onto SW . Analgously, we may find (SW )0, such that

U = SW ⊕ (SW )0. In this way we expressed S as the mapping

S = (S ¹ N 0)⊕ 0: N 0 ⊕N −→ SW ⊕ (SW )0.

Defining the mapping

Sinv = (S ¹ N 0)−1 ⊕ 0: SW ⊕ (SW )0 −→ N 0 ⊕N ,

we find SinvS = 1⊕ 0 on N 0 ⊕N .

Set R = T (id⊗Sinv). Then for all v ∈ V and w ∈ N we have R(id⊗S)(v ⊗ w) = 0 =

T (v ⊗ w) and for w ∈ N 0 we find R(id⊗S)(v ⊗ w) = T (v ⊗ SinvSw) = T (v ⊗ w).

The basis for our application of Lemma 9.4.4 is the identification

F(H) = H ⊗F(H) ⊕ CΩ. (9.4.1)

If S is a mapping on F(H), then by id⊗S we mean the mapping id⊗S ⊕ 0 acting on the

right-hand side of (9.4.1). We have the commutation relation

`∗(f)S = (id⊗S)`∗(f).

Notice also that F(H) ⊃ H ⊗F(H) ⊕ CΩ.

9.4.5 Theorem. Let I be an embeddable interacting Fock space based on H. Then there

exists a mapping κ : (H ⊗Dξ∗ ⊕ CΩ) → Dξ∗, respecting the n–particle sectors, such that

κ`∗(f) = ξa∗(f)ξ∗
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for all f ∈ H. In other words, the mapping a∗(f) 7→ κ`∗(f) extends to a ∗–algebra
monomorphism A(I) → La(Dξ∗) and the vacuum expectation is mapped to the vacuum

expectation.

Moreover, if I is algebraically embeddable, then κ`∗(f) is an element of La(F(H)).

9.4.6 Remark. Of course, κ`∗(f) has an adjoint (even an adjoint which leaves invariant

the domain Dξ∗). However, notice that this does not imply that κ has an adjoint.

Proof of Theorem 9.4.5. We have Λ`∗(f) = a∗(f)Λ. In particular, if ΛF = 0 for some

F ∈ F(H), then Λ(f ⊗ F ) = Λ(`∗(f)F ) = a∗(f)ΛF = 0 for all f ∈ H.

We set V = H, W = F(H), U = ξI, and X = F(H). Furthermore, we define S =

ξΛ ∈ L(W,U) and T = S ¹ (H ⊗ W ). Clearly, the assumptions of Lemma 9.4.4 are

fulfilled. Therefore, there exists a mapping R ∈ L(V ⊗ U,X) = L(H ⊗ Dξ∗ ,F(H)), such

that T (f ⊗ F ) = R(f ⊗ SF ) for all f ∈ H and all F ∈ F(H).

We have

ξa∗(f)ξ∗(ξΛ)F = ξa∗(f)ΛF = ξΛ`∗(f)F = T (f ⊗ F ) = R(f ⊗ SF ) = R`∗(f)(ξΛ)F.

Since the domain of R`∗(f) is U and ξΛF (F ∈ F(H)) runs over all elements of U , we find

ξa∗(f)ξ∗ ¹ U = R`∗(f). We define κ ∈ L(H ⊗Dξ∗ ⊕ CΩ, X) by setting

κ(f ⊗ F ) =





R(f ⊗ F ) for F ∈ ξI
0 for F ∈ (ξI)⊥

and κΩ = 0. Then κ`∗(f) = ξa∗(f)ξ∗. Clearly, the range of κ is contained in ξI, because

the range of ξa∗(f)ξ∗ is.

We define λ = ξΛ and denote by λn the restriction of λ to the n–particle sector. Notice

that λn is a mapping H⊗n → H⊗n. Denote also by κn the restriction of κ to the n–particle

sector of Dξ∗ .

9.4.7 Corollary. λ fulfills

λ ¹ (H ⊗F(H)) = κ(id⊗λ).

In terms of n–particle sectors this becomes the recursion formula

λn+1 = κn+1(id⊗λn) and λ0 = idCΩ

for λn. The recursion formula is resolved uniquely by

λn = κn(id⊗κn−1) . . . (id⊗(n−1)⊗κ1) (n ≥ 1).
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Proof. We have

κ(id⊗λ)(fn ⊗ . . .⊗ f1) =κ`∗(fn)λ(fn−1 ⊗ . . .⊗ f1) = ξa∗(fn)ξ∗ξΛ(fn−1 ⊗ . . .⊗ f1)

=ξΛ`∗(fn)(fn−1 ⊗ . . .⊗ f1) = λ(fn ⊗ . . .⊗ f1).

9.4.8 Corollary. We have

〈a∗(fn) . . . a∗(f1)Ω, a∗(gn) . . . a∗(g1)Ω〉 = 〈κn`∗(fn) . . .κ1`
∗(f1)Ω,κn`∗(gn) . . .κ1`

∗(g1)Ω〉.

9.4.9 Theorem. Let I be an algebraically embeddable interacting Fock space based on H.

Then the mapping

a∗(f) 7−→ `∗(κ`∗(f))

extends to a ∗–algebra monomorphism from A0(I) into the ∗–algebra of adjointable operators

on the maximal full Fock module F0(F(H)) associated with F(H). (Here the full Fock space

F(H) is interpreted as an interacting Fock space.) Also Theorem 9.3.2 remains true.

Proof. κ`∗(f) = ξa∗(f)ξ∗ is an element of E0 = La
1(F(H)) and Ξ(•) = ξ•ξ∗ is a ∗–algebra

monomorphism A0(I) → A0(F(H)). Validity of Theorem 9.3.2 follows by ξΩ = Ω.

9.5 The symmetric Fock space as an interacting Fock

space

In this section we discuss how the symmetric Fock space (Section 8.1) fits into the set-up of

interacting Fock spaces. In particular, we identify concretely several mappings which played

a crucial role in the preceding section.

Let H be a pre-Hilbert space. By setting Hn = H⊗sn and a∗(f) =
√

Np`∗(f) we turn

Γ(H) into an interacting Fock space based on H = H1.

Defining ξ as the canonical embedding of Γ(H) into F(H), we see that Γ(H) is alge-

braically imbeddable. Notice that ξ∗ = p. But also the stronger conditions of Theorem 9.4.2

are fulfilled (even leaving invariant the algebraic domain). Indeed, from the commutation

relation `∗(f)
√

N =
√

N − 1`∗(f) we find that

a∗(fn) . . . a∗(f1)Ω = p
√

N . . .
√

N − n + 1`∗(fn) . . . `∗(f1)Ω

= p
√

N . . .
√

N − n + 1fn ⊗ . . .⊗ f1,
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i.e. Λ = p
√

N !. Of course, Λ∗ = ξΛξ. So, if we are sloppy in distinguishing between Γ(H)

and the subspace pF(H) of F(H), then Λ is symmetric and coincides more or less with

λ. Of course, L = pN !. The definition of a∗(f) yields directly κ = p
√

N . We may verify

explicitly the recursion formula in Corollary 9.4.7.

The CCR read

a(f)a∗(g) = a∗(g)a(f) + 〈f, g〉

Here we see that the algebra B = E0, over which the minimal Fock module is a two-sided

module, contains already the quite complicated operator a∗(g)a(f)+ 〈f, g〉 commuting with

the number operator. The complications are caused by the fact that the projection pn on

the n–particle sector acts on all tensors of its argument. This is extremely incompatible with

what creators on a full Fock space can do, which only act at the first tensor. Correspondingly,

the additional algebraic structure which we introduce in the module description has to do

a lot to repair this ‘defect’.

On the other hand, we know that the symmetric Fock space over L2(R+) is isomorphic

to the time ordered Fock space. Also here we can write down the operator L. However, if

Fn(tn, . . . , t1) is a time ordered function, and if we ‘create’ a function fn+1, then we find

fn+1(tn+1)Fn(tn, . . . , t1). In order to project this function to the time ordered subspace,

we need only to look for the relation between tn+1 and tn. The ’deeper’ time arguments

are not involved by the projection. This explains why the module description of the time

ordered Fock space is much more transparent and also more illuminating than the module

descritpion of the symmetric Fock space Γ(L2(R+)). We see the difference also by looking

at creators from Example 9.1.4, which are bounded.

Although a module description is in principle always possible, we must choose carefully

for which of the interacting Fock spaces we try a module description. A good criterion is to

look at how complicated the algebra B is. Fortunately, in all applications there are natural

choices for B and the image of B in the algebra A(F(E)), usually, is much ‘smaller’ than

A(F(E)).
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Part III

Product systems

Product systems of Hilbert spaces (Arveson systems) were discovered by Arveson [Arv89a]

in the study of E0–semigroups on B(G). We met product systems of (pre-)Hilbert B–B–

modules in Bhat and Skeide [BS00] in the study of CP-semigroups and their dilations and we

refer the reader who whishes a complete motivation, deriving literally speaking the notion

of product system from CP-semigroups, to [BS00]. Here we prefer to give a more direct

treatment starting in Section 11.1 with the definition of product systems, anf then explore

their properties systematically. Most results from [BS00] being specific to CP-semigroups

(and some extensions) can be found in Chapter 12 which is independent of the remainder

of Part III.

After the short Chapter 10 about relevant notions from dilation theory, we start directly

with the definition of product systems (Section 11.1) and units for them (Section 11.2).

Although the definitions are the formal analogues of Arveson’s definitions, the approaches

are very much different, and we comment on the relation to Arveson systems only at the

end of these sections and in Chapter 15 about future directions.

Once established that a set of units for a product system gives rise to a CPD-semigroup

(Proposition 11.2.3), it is natural to ask for the converse. In Section 11.3 we show (basically,

by generalization of the corresponding construction for CP-semigroups in [BS00]) that each

CPD-semigroup may, indeed, may be recovered as the CPD-semigroup associated with a

set of units for a product system. As usual, this product system is unique, if it is generated

in a suitable sense by the set of units. While the GNS-construction or the Kolmogorov

decomposition may be considered as the linking step between a single mapping (be it com-

pletely positive or completely positive definite) and Hilbert modules, the construction of

product systems in Section 11.3 may be considered as the GNS-construction for a whole

semigroup of such mappings. Therefore, we refer to the (unique minimal) product system

as the GNS-system of the corresponding semigroup.

Arveson systems are classified in a first step by their supply of units. Type I systems are

those which are generated by their units. Rephrasing this in our words, we say type I product

systems are (modulo serveral topological variants) those which are the GNS-system of their

associated CPD-semigroup. Arveson showed that type I Arveson systems consist of time

ordered Fock spaces. We are able to show in Chapter 13 the analogue statement at least for
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product systems of von Neumann modules. Like in the proof for Arveson systems the crucial

object is the generator of the associtated CPD-semigroup, there just a semigroup of positive

definite C–valued kernels with a conditionally positive definite kernel as generator. Here the

situation is considerably more involved. The generator is a conditionally completely positive

definite kernel and we are able to show that it has Christenson-Evans form (as conjectured in

Theorem 5.4.14) only after having shown first that the GNS-system of a CP-semigroup (i.e.

a product system generated by a single unit, a trivial thing in the case of Arveson systems)

consists of time ordered Fock modules. Among other results which we have to provide before

we can show this, there is a characterization of the endomporphisms of time ordered product

systems (utilizing the elegant and purely algebraic ideas from Bhat [Bha99]) which allows

us to find a powerful criterion to decide, whether a certain subset of units for a time ordered

system is generating or not. En passant we show also that the results by Christenson and

Evans [CE79] about the generator of a CP-semigroup are equivalent to the existence of a

central unit (a unit consisting of centered elements) in a product system of von Neumann

modules which has at least one continuous unit.

In Chapter 14 we present two alternative constructions of product systems. The first

one in Section 14.1 starts like Arveson from a (strict) E0–semigroup but on Ba(E) for some

Hilbert B–module (with a unit vector). This is a direct generalization to Hilbert modules

of Bhat’s [Bha96] approach to Arveson systems. The second construction Section 14.2 is a

simple generalization of the construction starting from a CP-semigroup to a construction

starting from a system of transition expectations. In discrete time transition expectations are

related to quantum Markov chains in the sense of Accardi [Acc74, Acc75]. The continuous

time version is a generalization of a proposal by Liebscher [Lie00b] which we considered in

Liebscher and Skeide [LS00b].



Chapter 10

Introduction to dilations

10.1 Dilations

CP-semigroups (i.e. semigroups T =
(
Tt

)
t∈T of, usually unital, completely positive mappings

Tt on a unital C∗–algebra B, where T is R+ or N0) and their dilations to E0–semigroups (i.e.

semigroups ϑ =
(
ϑt

)
t∈T of unital contractive endomorphisms ϑt on a unital pre–C∗–algebra

A) may be considered as the main subjects of these notes. There are almost as many

notions of dilation as authors writing on them. The common part of all these notions may

be illustrated in the following diagram.

B Tt //

i
²²

B

A
ϑt

// A
p

OO

(10.1.1)

10.1.1 Definition. Let T =
(
Tt

)
t∈T be a unital CP-semigroup on a unital C∗–algebra

B. By a dilation of T to A we understand a quadruple (A, ϑ, i, p), consisting of a unital

pre–C∗–algebra A, an E0–semigroup ϑ =
(
ϑt

)
t∈T, a canonical injection (i.e. an injective

homomorphism) i : B → A, and an expectation p : A → B (i.e. a unital completely positive

mapping such that ϕ = i◦p is a conditional expectation onto A0 = i(B)), such that Diagram

(10.1.1) is commutative (i.e. p ◦ ϑt ◦ i = Tt) for all t ∈ T.

Of course, setting t = 0 we find p ◦ i = idB. Hence, we could also identify B as the

subalgebra A0 of A. But, as 1B may not coincide with 1A, this would complicate the

definitions. Sometimes, we are dealing with different embeddings i. For these and other

reasons we prefer to distinguish clearly between the two algebras.

10.1.2 Remark. Definition 10.1.1 is quasi the minimum a dilation should fulfill. (We could

allow for non-unital A or ϑ, i.e. ϑ is only an e0–semigroup.) Often, it is required that i(1) is
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the unit of A. In this case, we say the dilation is

indexdilation!unitalunital. Some authors, e.g. Kümmerer [Küm85], require that ϑ consists

of automorphisms. Therefore, it extends to an automorphism group on the Grothendieck

group T̃ of T (i.e. T̃ = R or T̃ = Z. Several authors, e.g. Accardi [Acc74, Acc75, Acc78] and

also [Küm85], ship A with a filtration, i.e. a mapping I → AI ⊂ A defined on measurable

subsets (of R+ or R) or (unions of) intervals such that AI ⊂ AJ whenever I ⊂ J , which

is covariant, i.e. ϑt(AI) = At+I . Again, the unital subalgebras AI may or may not contain

the unit of A. One may or may not require that AI∪J be generated AI and AJ . If there

is a filtration, then there should be also a family ϕI of conditional expectations onto AI

fulfilling ϕI ◦ ϕJ = ϕI∩J . The setting of [Küm85] always requires existence of an invariant

(i.e. ψ ◦ ϑt = ψ and ψ ◦ ϕ = ψ) faithful state ψ on A. This state induces a faithful state

ψ ◦ i on B which is invariant for T , because ψ ◦ i ◦ Tt = ψ ◦ i ◦ p ◦ ϑt ◦ i = ψ ◦ ϑt ◦ i = ψ ◦ i.

We did not yet speak about possible topological requirements. Semigroups may be uni-

formly continuous, C0–semigroups, or (in the case of von Neumann algebras) strongly con-

tinuous semigroups (see Definition A.5.1 for our conventions). Of course, if an E0–semigroup

ϑ is uniformly continuous, then it consists of automorphisms. But, even our automorphism

groups will usually not be uniformly continuous. Independently, the mappings in a semi-

group can be continuous in several natural topologies. If we do not say something, we do

not assume more than boundedness. For Tt this is automatic, because (precisely for this

convenience) we always assume that B is a C∗–algebra (and unital). For E0–semigroups ϑ on

a pre–C∗–algebra A boundedness is a requirement. But, if A is spanned by C∗–subalgebras

(for instance, by all ϑt ◦ i(B)), then also ϑ is contractive automatically.

We mention that Sauvageot [Sau86] constructed a for each unital CP-semigroup T a

unital dilation to an automorphism group including a unital filtration with corresponding

conditional expectations. The dilating automorphism group is, however, non-continuous in

any reasonable topology. This is in strong contrast with our construction of a weak dilation

in Chapters 11 and 12 which preserves the possible maximum of topological properties

of T . (Of course, an E0–semigroup cannot be uniformly continuous, unless it consists of

automorphisms, which is not the case with our construction, as soon as T itself does not

consist of automorphisms.) We mention also that Sauvageot’s construction is the only

one, so far, whose mechanism we were not able to explain advantageously in terms of

Hilbert modules. A construction of a unital dilation (preserving continuity, but without any

filtration) which can be understood in terms of Hilbert modules is that by Evans and Lewis

[EL77]. This dilation is closely related to the Hilbert module analogue of Arveson’s spectral

algebra. We discuss this in Section 12.5.
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10.2 White noise

The notion of dilation is an attempt to understand the evolution T of the observable algebra

B of a small system as an expectation p from the evolution ϑ of the observable algebra A
of a bigger system into which the small system is embedded (identification of B and A0).

There is a huge amount of literature discussing the physical motivation. Among many many

others we mention only Davies [Dav76], Evans and Lewis [EL77], or Arveson [Arv96].

The general idea is that an unperturbed or free system like A evolves via an endomor-

phism semigroup like ϑ. (Automorphism groups correspond to reversibility, endomorphism

semigroups to non-dissipativeness of the evolution. We do not discuss the motivation for

the second choice, but refer the reader, for instance, to the introduction of [Arv96].) The

fact that T is only a CP-semigroup reflects that the small system B is interacting with

the big one. The evolution is dissipative, energy dissipates from the small system to the

environment, and cannot be understood intrinsically looking at B alone.

If also the evolution T of the subsystem B consists of endomorphisms, i.e. B evolves

freely, then we can consider B as an independent subsystem of A. If in the extreme case

Tt = id is constant, i.e. if ϑ leaves invariant the subsystem A0, as illustrated in the following

diagram,

B id //

i
MMM

MMM
M

&&MMMMMMi
²²

B

A
ϑt

// A
p

OO

(10.2.1)

then we speak of a white noise. (Passing from endomorphisms Tt to Tt = id may be

interpreted as switching from the Heisenberg picture where the observables in the small

system evolve freely to the interaction picture where the freely evolving observables do no

longer change with time.)

10.2.1 Definition. A white noise is a dilation of the trivial semigroup
(
id

)
t∈T, such that

ϑt ◦ i = i, i.e. Diagram (10.2.1) commutes for all t ∈ T.

10.2.2 Remark. Also this is a minimal definition and, as discussed in Remark 10.1.2, many

authors require additional properties. The most common extra property is independence of

algebras AI and AJ for disjoint sets I, J . In the (very general) sense of [Küm85] this means

ϕ(aIa
′
J) = ϕ(aI)ϕ(a′J) for aI ∈ AI and a′J ∈ AJ .

10.2.3 Example. The time shifts S on the algebra of operators on the full Fock module

F(L2(R, F )) or on the time ordered Fock module ĬΓ(F ) with i being the canonical identi-

fication of B as operators on the module and with p = E0 are examples of a white noise
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with automorphism groups. The restrictions to F(L2(R+, F )) and IΓ(F ), respectively, are

examples for a white noise with endomorphism semigroups.

10.3 Cocycles

An interesting question is, whether a dilation of a CP-semigroup can be understood as a

coupling to a white noise via a cocycle. Often, like in Part IV the white noises are those

from Example 10.2.3 and a suitable cocycle can be obtained with the help of a quantum

stochastic calculus. In these cases the cocylce is constructed directly from parameters which

determine the generator of the CP-semigroup (cf. Theorem 16.7.1).

10.3.1 Definition. A left (right) cocycle in A with respect to ϑ is a family u =
(
ut

)
t∈T of

elements ut in A, fulfilling

us+t = utϑt(us)
(

us+t = ϑt(us)ut

)
(10.3.1)

and u0 = 1. If u0 not necessarily 1, then we speak of a weak cocycle.

A cocycle u in A is contractive, positive, partially isometric, isometric, unitary, etc., if ut is

for all t ∈ T. A cocycle is local, if ut commutes with ϑt(A) for all t ∈ T.

We collect the following obvious properties of cocycles.

10.3.2 Proposition. u is left cocycle in A, if and only if u∗ =
(
u∗t

)
t∈T is a right cocycle.

In this case ϑu =
(
ϑu

t

)
t∈T with ϑu

t (a) = utϑt(a)u∗t is a CP-semigroup on A. This semigroup

is unital, an endomorphism semigroup, an E0–semigroup, contractive, if and only if u is

coisometric, isometric, unitary, contractive, respectively.

10.3.3 Definition. We say the semigroup ϑu is conjugate to the semigroup ϑ via the cocycle

u. We say two E0–semigroups ϑ, ϑ′ on A are outer conjugate, if ϑ′ is conjugate to ϑ via a

unitary cocycle u.

10.3.4 Observation. If u is a unitary left cycocle with respect to ϑ, then u∗ =
(
u∗t

)
t∈T is a

left cocycle with respect to ϑu and (ϑu)u−1
= ϑ. Therefore, outer conjugacy is an equivalence

relation among E0–semigroups on A.
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10.4 Weak Markov flows and weak dilations

An intermediate structure is that of a Markov flow Jt : B → A as illustrated in the following

diagram.

B Tt //

Jt

MMMMMM

&&MMM
MMMi

²²

B

A
ϑt

// A
p

OO

(10.4.1)

However, without relations to additional structures like filtrations and related conditional

expectations the properties of such a Markov process cannot be discussed in this generality.

The situation improves considerably, if we pass to weak Markov flows jt : B → A as defined

by Bhat and Parthasarathy [BP94, BP95]. These have the additional property that the

conditional expectation ϕ and the embedding i have the form as discussed in Example

4.4.6. We illustrate this.

B Tt //

jt
MMMMMM

&&MMMMMMi=j0
²²

B A0

j−1
0oo

A
ϑt

// A
p

OO

ϕ=j0(1)•j0(1)

88ppppppppppppp

(10.4.2)

Here j−1
0 means the left inverse of j0. Putting pt = jt(1) we obtain the Markov property

ptjs+t(b)pt = jt ◦ Ts(b) (10.4.3)

from p0js(b)p0 = j0◦Ts(b) by time shift ϑt. This property does no longer involve the dilating

E0–semigroup ϑ.

10.4.1 Definition. A pair (A, j) consisting of a unital pre–C∗–algebra A and a family

j =
(
jt

)
t∈T of homomorphisms jt : B → A is a weak Markov flow for the CP-semigroup T ,

if it fulfills (10.4.3) (where always pt = jt(1)). A weak Markov quasiflow is a weak Markov

flow (A, j) except that j0 need not be injective and A need not be unital.

A dilation (A, ϑ, i, p) of T is a weak dilation, if ϕ = i(1) • i(1). (In this case, by the

preceding discussion, the homomorphisms jt = ϑt ◦ i form a weak Markov flow.)

10.4.2 Remark. We need quasiflows only in Section 12.4 when we investigate universal

properties of such flows.

A weak dilation gives rise to a weak Markov flow. In Section 12.4 we recover Bhat’s result

[Bha99] that under a certain minimality condition on a weak Markov flow (A, j) also the

converse is true, i.e. the mapping js(b) 7→ js+t(b) extends to a (contractive) endomorphism

ϑt of the subalgebra of A generated by the set ϑT(B). Clearly, in this case the ϑt form an

e0–semigroup ϑ dilating T (except that A∞, usually, is non-unital).
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10.4.3 Remark. By (10.4.3) applied to b = 1 and by Proposition A.7.2(4), pt is an in-

creasing family of projections. In the original definition in [BP94] pt may be an arbitrary

family of increasing projections. If, however, such a family fulfills (10.4.3) with a fam-

ily jt : B → A of homomorphisms, then the jt form already a weak Markov flow. To see

this observe that ptjt(1)pt = jt(1). By Proposition A.7.2(5) we have pt ≥ jt(1) so that

jt(1)js+t(b)jt(1) = jt(1)ptjs+t(b)ptjt(1) = jt(1)jt ◦ Ts(b)jt(1) = jt ◦ Ts(b).

10.4.4 Remark. If p0 = 1, then pt = 1 for all t. Therefore, if a weak dilation (or a weak

Markov flow) is unital, then ϑ ◦ i = j0 ◦ T , i.e. T is an E0–semigroup.

Weak flows and weak dilations appear unsatisfactory in general dilation theory as most

authors are interested only in unital dilations. Nevertheless, as we will see in Theorem

14.1.8, in a huge number of cases (namely, for dilations on a pre-Hilbert module in the sense

of Definition 10.5.1) a dilation has sitting inside a weak dilation. Also dilations comming

from a cocycle perturbation of a white noise in the sense of Kümmerer are contained. Often,

a good deal of the dilation is already determined by the associated weak dilation. Classifying

weak dilations by product systems (what is one of the major tasks of Part III), therefore,

also helps classifying dilations. Let us say it clearly: We use weak dilations as a theoretical

tool to understand better also unital dilations.

Contrary to other types of dilations, among weak dilations we can single out a unique

universal one, the GNS-dilation. For this dilation ingredients like filtrations and related

conditional expectations can be constructed, and do not form a part of the defintions. We

already pointed out that in some cases it is sufficient to know only parts of Diagram (10.4.2)

in order to reconstruct the remaining ones. In Chapter 15 we give a more complete cross

reference about the connections among the several notions and tensor product systems of

Hilbert modules play the crucial linking role.

10.5 Dilation on Hilbert modules

We now approach the set-up which will be ours throughout Part III. Consider the situation

in Diagram (10.4.2) and let us do the GNS-construction (E, ξ) for the expectation p. Assume

that E is essential, i.e. A acts faithfully on E. Then Examples 4.4.6 and 4.4.10 tell us that

Diagram (10.4.2) simplifies as follows.

B Tt //

jt
TTTTTTTTTTT

**TTTTTTTTTTi=j0=ξ•ξ∗
²²

B

Ba(E) ⊃ A
ϑt

// A ⊂ Ba(E)

p=〈ξ,•ξ〉
OO

(10.5.1)



10.5. Dilation on Hilbert modules 169

Two questions arise. Firstly, what happens, if A does not act faithfully? In this case we

could try to divide out the kernel of the canonical representation of A on E. However, in

order that ϑ gives rise to an E0–semigroup on the quotient, it is necessary that ϑ respects

the kernel. In settings where a faithfull invariant state is required (e.g. in [Küm85]), the

canonical representation is always faithful. Secondly, if E is essential, does ϑ extend to all

of Ba(E)? This is one of the main properties of our GNS-dilation, contrary, for instance, to

the dilation to an e0–semigroup on a subalgebra of B(H) as constructed by Bhat [Bha01].

In these notes we consider with few exceptions E0–semigroups on Ba(E) for some (pre-)

Hilbert module and dilations to such. The set-up of dilation, weak dilation and weak Markov

flow is now illustrated in the following diagram.

B Tt //

Jt
QQQQQQQQ

((QQQQ
QQi

²²

B

Ba(E)
ϑt

// Ba(E)

p=〈ξ,•ξ〉
OO B Tt //

jt
QQQQQQQQ

((QQQQQQj0=ξ•ξ∗
²²

B

Ba(E)
ϑt

// Ba(E)

p=〈ξ,•ξ〉
OO

(10.5.2)

10.5.1 Definition. Let T be unital CP-semigroup on a unital C∗–algebra B. A dilation of

T on a pre-Hilbert B–module is a quadruple (E, ϑ, i, ξ) consisting of a pre-Hilbert B–module

E, an E0–semigroup ϑ on Ba(E), an embedding i, and a unit vector ξ ∈ E such that the

left diagram in (10.5.2) commutes.

A weak dilation of T on a pre-Hilbert B–module is a triple (E, ϑ, ξ) (ϑ and ξ as before)

such that the right diagram of (10.5.2) commutes.

A weak Markov flow of T on a pre-Hilbert B–module is a triple (E, j, ξ) consisting of a

pre-Hilbert B–module E, a family j =
(
jt

)
t∈T of homomorphisms jt : B → Ba(E) fulfilling

(10.4.3) (with pt = jt(1)), and a unit vector ξ ∈ E such that j0 = ξ • ξ∗.

The difference between a weak Markov flow (Ba(E), j) and a weak Markov flow (E, j, ξ)

on E is the vector ξ. If the GNS-construction of the conditional expectation p0 • p0 is

faithful, then Example 4.4.6 tells us that we may pass from a weak Markov flow (A, j) to a

weak Markov flow (E, j, ξ) where with the identification B = j0(B) we have E = Ap0 and

ξ = p0.

A crucial consequence of Definition 10.5.1 of dilation, compared with the more general

Definition 10.1.1, is that the algebra Ba(E) contains the projection p0 = ξξ∗ and, therfore,

all its time shifts pt = ϑt(p0). More generally, setting j0(b) = ξbξ∗ and jt = ϑt ◦ j0, from

〈ξ, i(b)ξ〉 = b = 〈ξ, ξ〉b〈ξ, ξ〉 = 〈ξ, j0(b)ξ〉 it follows that p0i(b)p0 = j0(b) and after time shift

ptJt(b)pt = jt(b) (see Diagram (10.4.1)). In Theorem 14.1.8 we will see with the help of

product systems that the jt form a weak Markov flow for every dilation (E, ϑ, i, ξ). In other

words, whatever i might be, if 〈ξ, ϑ ◦ i(•)ξ〉 is a (unital) CP-semigroup T , then it has sitting

inside the weak dilation (E, ϑ, ξ) of T .
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Chapter 11

Tensor product systems of Hilbert

modules

11.1 Definition and basic examples

11.1.1 Definition. Let T = R+ or T = N0, and let B be a unital C∗–algebra. A tensor

product system of pre-Hilbert modules, or for short a product system, is a family E¯ =
(
Et

)
t∈T

of pre-Hilbert B–B–modules Et with a family of two-sided unitaries ust : Es ¯ Et → Es+t

(s, t ∈ T), fulfilling the associativity condition

ur(s+t)(id¯ust) = u(r+s)t(urs ¯ id) (11.1.1)

where E0 = B and us0, u0t where are the identifications as in Definition 4.2.1. Once, the

choice of ust is fixed, we always use the identification

Es ¯ Et = Es+t. (11.1.2)

We speak of tensor product systems of Hilbert modules E ¯̄ and von Neumann modules E ¯̄ s

,

if Es ¯̄ Et = Es+t and Es ¯̄ s Et = Es+t, respectively.

A morphism of product systems E¯ and F¯ is a family w¯ =
(
wt

)
t∈T of mappings

wt ∈ Ba,bil(Et, Ft), fulfilling

ws+t = ws ¯ wt (11.1.3)

and w0 = idB. A morphism is unitary, contractive, and so on, if wt is for t ∈ T. An

isomorphism of product systems is a unitary morphism.

A product subsystem is a family E ′¯ =
(
E ′

t

)
t∈T of B–B–submodules E ′

t of Et such that

E ′
s ¯ E ′

t = E ′
s+t by restriction of the identification (11.1.2).

By the trivial product system we mean
(B)

t∈T where B is equipped with its trivial

B–B–module structure; see Examples 1.1.5 and 1.6.7.

171
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11.1.2 Observation. Notice that, in general, there need not exist a projection endomor-

phism of E¯ onto a subsystem E ′¯ of E¯. If, however, each projection pt ∈ Ba(Et) onto

E ′
t exists (whence, the pt are two-sided by Observation 1.6.4), then the pt form an endo-

morphism. Conversely, any projection endomorphism p¯ determins a product subsystem

E ′
t = ptEt. Therefore, in product systems of von Neumann modules there is a one-to-one

correspondence between subsystems and projection endomorphisms.

11.1.3 Example. Let ϑ be an E0–semigroup on B, and consider the Hilbert B–B–modules

Et = Bϑt as in Example 1.6.7. Let us define

ust(xs ¯ yt) = ϑt(xs)yt.

Then

〈ust(xs ¯ yt), ust(x
′
s ¯ y′t)〉 = y∗t ϑt(xs)

∗ϑs(x
′
s)y

′
t = y∗t ϑt(x

∗
sx
′
s)y

′
t

=
〈
yt, 〈xs, x

′
s〉.y′t

〉
= 〈xs ¯ yt, x

′
s ¯ y′t〉,

and

b.ust(xs ¯ yt) = ϑs+t(b)ϑt(xs)yt = ϑt(b.xs)yt = ust((b.xs)¯ yt) = ust(b.(xs ¯ yt)),

i.e. ust is isometric, two-sided and, obviously, ust is surjective. Also the associativity condi-

tion is fulfilled so that E¯ =
(
Et

)
t∈T is a product system via ust. We will see that this is

the GNS-system which we associate with any CPD-semigroup a product system in Theorem

11.3.5 restricted to the case of E0–semigroups.

Let ϑ′ be another E0–semigroup on B and denote by E ′¯ the corresponding product

system. Suppose that u =
(
ut

)
t∈T is an isomorphism E → E ′. Then by Example 1.6.7

ϑ′t(b) = utϑt(b)u
∗
t . Moreover, by (11.1.3)

us+tϑt(xs)yt = us+t(xs ¯ yt) = (usxs)¯ (utyt)

= ϑ′t(usxs)utyt = utϑt(usxs)yt = utϑt(us)ϑt(xs)yt.

Putting xs = yt = 1 we see that the ut ∈ Ba(Et, E
′
t) = Ba(B) = B form a right cocycle with

respect to ϑ. In other words, ϑ′ = ϑu is outer conjugate to ϑ. Conversely, suppose that

u is a unitary left cocyle with respect to ϑ, and let ϑ′ = ϑu. Then interpreting ut ∈ B as

mapping in Ba(Et, E
′
t), we find

us+t(xs ¯ yt) = utϑt(us)ϑt(xs)yt = utϑ
′
t(usxs)yt = ϑ′t(usxs)utyt = (usxs)¯ (utyt)
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so that u¯ : E¯ → E ′¯ is an isomorphism of product systems. In other words, two

E0–semigroups ϑ and ϑ′ on B are outer conjugate, if and only if their product systems

are isomorphic. An E0–semigroup consists of inner automorphisms, if and only if its prod-

ucts system is the trivial one.

11.1.4 Example. Consider the case when B = B(G) for some Hilbert space G, and where

E¯s

is a product system of von Neumann B(G)–B(G)–modules. By Example 3.3.4 we have

Et = B(G,G ⊗̄ Ht) where Ht is canonically identified as the B(G)–center CB(G)(Et) of Et.

By Example 4.2.13 the isomorphisms ust restrict to isomorphisms Hs ⊗̄ Ht → Hs+t of the

centers which, therefore, form a products system H⊗ =
(
Ht

)
t∈T of Hilbert spaces. Moreover,

by Proposition 3.3.5 we see that two product systems E¯s

, E ′¯s

are isomorphic, if and only

if the corresponding product systems H⊗, H′⊗ are isomorphic.

The extension of Theorem 11.3.5 to normal CPD-semigroups on von Neumann algebras

tells us that we can associate with any normal CP-semigroup on B(G) a product system

of von Neumann B(G)–B(G)–modules and further a product systems of Hilbert spaces.

For normal E0–semigroups we recover Arveson’s construction [Arv89a] (where by Example

4.2.13 the tensor product of elements in Hs,Ht is just the multiplication of the corresponding

elements in the centers of Es, Et ⊂ B(G)). If we look at Example 11.1.3 in this case, we

recover his result that normal E0–semigroups on B(G) are classified by their (Hilbert space)

product systems up to outer conjugacy. For general normal CP-semigroups on B(G) we

recover the (Hilbert space) product system constructed in a very different way by Bhat

[Bha96]; see Section 14.1 where we discuss the generalization to Hilbert modules.

11.1.5 Example. Let F be a (pre-)Hilbert B–B–module. By Theorem 7.1.3 the time

ordered Fock modules IΓt(F ) form a product system of pre-Hilbert modules. We call

IΓ¯(F ) =
(
IΓt(F )

)
t∈T the product system (of pre-Hilbert modules) associated with the time

ordered Fock module IΓ(F ). We use similar notations for IΓ(F ) and IΓs(F ). More generally,

we speak of a time ordered product system E¯ (of Hilbert modules E¯, of von Neumann

modules E¯s

), if E¯, (E¯, E¯s

) is isomorphic to IΓ¯(F ) (to IΓ¯(F ), to IΓs¯(F )).

Let λ > 0. Then [Tλ
t f ](s) =

√
λf(λs) (s ∈ [0, t

λ
]) defines a two-sided isomorphism

L2([0, t]) → L2([0, t
λ
]). Clearly, the family of second quantizations F(T

λ
t ) ¹ IΓt(F ) defines an

isomorphism from IΓ¯(F ) to the time rescaled product system
(
IΓ t

λ
(F )

)
t∈T.

11.1.6 Example. With each pre-Hilbert B–B–module E we can associate a discrete product

system
(
E¯n

)
n∈N0

. Conversely, any discrete product system
(
En

)
n∈N0

can be obtained in

that way from E1.
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• • •

In Examples 11.1.3 and 11.1.4 we have rediscovered the way how Arveson [Arv89a] constructs

product systems of Hilbert spaces from normal CP-semigroups on B(G) and classifies in

this way E0–semigroups by product systems up to outer conjugacy. At the same time we

pointed out that his construction may be understood as a specialization from a more general

construction for Hilbert modules, making use of the particularly simple centered structure

of von Neumann B(G)–B(G)–modules.

On the other hand, Arveson’s classification is one-to-one in the sense that any product

system arises from an E0–semigroup in the described way [Arv90b]. This statement is,

however, not true in the above general algebraic framework (no conditions on the product

system, no conditions on the E0–semigroup except normality, no conditions on the Hilbert

space G). First of all, T = R+. In Arveson’s set-up G is always infinite-dimensional and sep-

arable. E0–semigroups are, besides being normal, also strongly continuous (see Definition

A.5.1). The case of automorphisms (which are always inner for B(G)) is excluded explic-

itly. Product systems fulfill the following topological and measurability conditions. All Ht

(t > 0) are also infinite-dimensional and separable (this corresponds to the exclusion of

automorphism semigroups) and, therefore, isomorphic to a fixed Hilbert space H. Allowing

for infinite-dimensional fibers Ht, we can say the vector bundle H =
(
Ht

)
t∈R+\{0} is topologi-

cally isomorphic to the trivial bundle (0,∞)×H. Of course, the projection p : H → R+\{0}
(sending (t, ht) to t so that p−1(t) = Ht) is measurable. Finally, the inner product, consid-

ered as function on
(
Ht × Ht

)
t∈R+\{0} ⊂ H× H, is measurable. We will call such a product

system in the narrow sense an Arveson system.

The product systems associated with time ordered Fock spaces (isomorphic to symmetric

Fock spaces), so-called type I product systems, play a crucial role in the classifcation of

Arveson systems. For a long time they were the only explicitly known product systems,

and only by indirect proofs Powers [Pow87] showed existence of E0–semigroups which have

other Arveson systems. Only recently, Tsirelson [Tsi00a, Tsi00b] constructed examples of

non-type I. The first step in the classification is done with the help of units which we discuss

in the following section.

Also in the classification of our product systems the time ordered Fock module will play

a crucial role. We know from Example 11.1.5 that all members of the associated product

system (except t = 0) are isomorphic. Hence, requiring this property will not exclude many

interesting examples. Of course, all examples of Arveson are still contained. Presently, we

hesitate to include this property and the other topological constraints of Arveson into our

definition and remain algebraical. We discuss these questions in Chapter 15.
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11.2 Units and CPD-semigroups

11.2.1 Definition. A unit for a product system E¯ =
(
Et

)
t∈T is a family ξ¯ =

(
ξt

)
t∈T of

elements ξt ∈ Et such that

ξs ¯ ξt = ξs+t (11.2.1)

in the identification (11.1.2) and ξ0 = 1 ∈ B = E0. By U(E¯) we denote the set of all units

for E¯. A unit ξ¯ is unital and contractive, if 〈ξt, ξt〉 = 1 and 〈ξt, ξt〉 ≤ 1, respectively. A

unit is central, if ξt ∈ CB(Et) for all t ∈ T.

11.2.2 Observation. Obviously, a morphism w¯ : E¯ → F¯ sends units to units. For this

the requirement w0 = idB is necessary. For a subset S ⊂ U(E¯) of units for E¯ we denote by

w¯S ⊂ U(F¯) the subset of units for F¯, consisting of the units wξ¯ =
(
wtξt

)
t∈T (ξ¯ ∈ S).

11.2.3 Proposition. The family U =
(
Ut

)
t∈T of kernels Ut in KU(E¯)(B), defined by setting

Uξ,ξ′
t (b) = 〈ξt, bξ

′
t〉

is a CPD-semigroup. More generally, the restriction U ¹ S to any subset S ⊂ U(E¯) is a

CPD-semigroup.

Proof. Completely positive definiteness follows from the second half of Theorem 5.2.3 (i.e.

Example 1.7.7). The semigroup property follows from

Uξ,ξ′
s+t(b) = 〈ξs+t, bξ

′
s+t〉 = 〈ξs ¯ ξt, bξ

′
s ¯ ξ′t〉 =

〈
ξt, 〈ξs, bξ

′
s〉ξ′t

〉
= Uξ,ξ′

t ◦ Uξ,ξ′
s (b)

and 〈ξ0, bξ
′
0〉 = b.

Observe that here and on similar occasions, where it is clear that the superscripts refer

to units, we prefer to write the shorter Uξ,ξ′ instead of the more correct Uξ¯,ξ′¯ .

In Section 11.3 we will see that any CPD-semigroup, i.e in particular, any CP-semigroup,

can be recovered in this way from its GNS-system. In other words, any CPD-semigroup is

obtained from units of a product system. However, the converse must not be true (see

Tsirelson [Tsi00a]). Nevertheless, the units of a product system generate a product sub-

system, determined uniquely by U. In the following proposition we explain this even for

subsets S ⊂ U(E¯). Although both statements are fairly obvious, we give a detailed proof

of the first one, because it gives us immediately the idea of how to construct the product

system of a CPD-semigroup. See Appendix B.3 for details about the lattices It and Jt.
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11.2.4 Proposition. Let E¯ be a product system and let S ⊂ U(E¯). Then the spaces

ES
t = span

{
bnξ

n
tn ¯ . . .¯ b1ξ

1
t1
b0 | n ∈ N, bi ∈ B, ξi¯ ∈ S, (tn, . . . , t1) ∈ Jt

}
(11.2.2)

form a product subsystem ES¯ of E¯, the (unique) subsystem generated by the units in S.

Moreover, if E ′¯ is another product system with a subset of units set-isomorphic to S

(and, therefore, identified with S) such that U ¹ S = U′ ¹ S, then E ′S¯ is isomorphic to

ES¯ (where the identification of the subset S ⊂ U(E¯) and S ⊂ U(E ′¯) and extension via

(11.2.2) gives the isomorphism).

Proof. The restriction of ust to ES
s ¯ ES

t in the identification (11.1.2) gives

(bn+mξn+m
rn+m

¯ . . .¯ bn+1ξ
n+1
rn+1

b′n)¯ (bnξn
rn
¯ . . .¯ b1ξ

1
r1

b0)

= bn+mξn+m
rn+m

¯ . . .¯ bn+1ξ
n+1
rn+1

¯ b′nbnξ
n
rn
¯ . . .¯ b1ξ

1
r1

b0

where (rn+m, . . . , rn+1) ∈ Js and (rn, . . . , r1) ∈ Jt. Therefore, ES
s ¯ ES

t ⊂ ES
s+t. To see

surjectivity let r = (rk, . . . , r1) ∈ Js+t and bi ∈ B, ξi ∈ S (i = 0, . . . , k). If r hits t, i.e.

r = s ` t for some s ∈ Js, t ∈ Jt, then clearly

bkξ
k
rk
¯ . . .¯ b1ξ

1
r1

b0 (11.2.3)

is in ES
s ¯ES

t . If r does not hit t, then we may easily achieve this by splitting that ξ`
r`

with
`−1∑
i=1

ri < t <
∑̀
i=1

ri into a tensor product of two; cf. Example 4.2.8. More precisely, we write

ξ`
r`

as ξ`
r′2
¯ ξ`

r′1
such that r′1 + r′2 = r` and r′1 +

`−1∑
i=1

ri = t. Also here we find that (11.2.3) is

in ES
s ¯ ES

t .

Like for Arveson systems, the question, whether a product system is generated by its

units or even some subset of units in the stated way, is crucial for the classification of product

systems. However, for Hilbert spaces the property of a certain subset to be total or not,

does not depend on the topology, whereas for Hilbert modules we must distinguish clearly

between the several possibilities. Furthermore, we can opt to consider only subsets of units

distinguished by additional properties like continuity (which, unlike for Arveson systems,

again must be split into different topologies).

11.2.5 Definition. A product system E¯ =
(
Et

)
t∈T of pre-Hilbert modules is of type I, if

it is generated by some subset S ⊂ U(E¯) of its units, i.e. if E¯ = ES¯. It is of type I,

of type IB, and of type Is, if E¯ is the closure of ES¯ in norm, in B–weak, and in strong

topology, respectively. We say the set S is totalizing (in the respective topology).
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We add subscripts c, c0, s, n and m, if S can be chosen such that U ¹ S is uniformly

continuous, C0–, strongly continuous, normal and measurable, respectively. We add the

subscript C if S can be chosen to consist of central units.

Obviously, type Ic implies type Ic0 implies type Is and type Im and each of them implies

type I (and similarly for types I, IB, and Is), whereas n is a local property of the CPD-

semigroup which may or may not hold independently (and which is automatic for von

Neumann modules). For each subscript type I implies type I implies type IB implies type

Is.

11.2.6 Example. The product system constructed in Example 11.1.3 from an E0–semi-

group ϑ on B is generated by the unit ξt = 1. Of course, the same is true for the special

case B = B(G) considered in Example 11.1.4. Notice, however, that for the product system

Bϑt = B(G) ⊗̄s Ht the unit 1 is non-central (if ϑ is non-trivial), whereas any unit h⊗ =
(
ht

)

for H⊗ gives rise to a central unit 1⊗ht (which generates, conversely, the trivial semigroup).

We see that non-trivial product systems of pre-Hilbert modules can be generated by a

single unit (this is true, in particular, for the GNS-system of a CP-semigroup), whereas a

product system of pre-Hilbert spaces generated by a single unit is the trivial one.

11.2.7 Example. Let ξt be a semigroup in B and consider the CP-semigroup T =
(
Tt

)
t∈T

with Tt(b) = ξ∗t bξt on B. From Example 4.1.10 and simple computations similar to Example

11.1.3 we conclude that the trivial product system with unit ξt gives us back the semigroup

T . Checking, whether the product system is generated by this unit can be quite complicated

and may, contrary to the case of the trivial product system of Hilbert spaces where any unit

is generating, fail. If, however, ξt alone is generating for B (for instance, if ξt invertible for

all t > 0), then the trivial product system is generated by the unit ξt.

11.2.8 Example. Let F be a Hilbert B–B–module and consider the time ordered product

system IΓ¯(F ) of Hilbert modules with the set Uc(F ) = {ξ¯(β, ζ) : β ∈ B, ζ ∈ F} of units.

By Theorem 7.3.1 U ¹ Uc(F ) is a uniformly continuous CPD-semigroup. By Theorem 7.2.2

the exponential unit ξ¯(0, ζ) (ζ ∈ F ) alone generate IΓ(F ). Therefore, IΓ(F ) is type Ic.

Similarly, if B is a von Neumann algebra and F is also a von Neumann B–module, then

the product system IΓs¯(F ) is type Isc. So far, it need not be type Iscn. Only if F is a

two-sided von Neumann module, then IΓs¯(F ) is a time ordered product system of von

Neumann modules and, therefore, type Iscn. If F is centered (for some topology) then the

exponential units to elements in the center of F are already totalizing for that topology.

So we may add a subscript C in any of these cases. Theorem 7.3.4 and Observation 7.3.5

(together with Lemma 11.6.6) tell us that for both IΓ¯(F ) and IΓs¯(F ) the set S = Uc(F ) =
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{ξ¯(β, ζ) : β ∈ B, ζ ∈ F} has no proper extension such that the CPD-semigroup associated

with this extension is still uniformly continuous. U ¹ Uc(F ) is maximal continuous.

If a unit has a non-zero component in the 1–particle sector, then it, usually, also has

non-zero components in all n–particle sectors for n > 1. (For the time ordered Fock space

this is, clearly, the case. An exception is, for instance, the Fock module for boolean calculus

where F ¯ F = {0}.) This shows that, usually, in IΓ¯(F ) there are only the vacuum units

ξ¯(β, 0). In this case, IΓ¯(F ) is not type I, unless F = {0}.

• • •

A unit in an Arveson system H⊗ is a measurable cross section
(
ht

)
t∈T such that hs ⊗ ht =

hs+t. The measurable function ψh,h′(t) = 〈ht, h
′
t〉 fulfills the functional equation ψh,h′(s+t) =

ψh,h′(s)ψh,h′(t) and is, therefore, of the form et`(h,h′) for some constant `(h, h′) depending

only on the units. From positivity of the inner product on each Ht it follows that ` : (h, h′) 7→
`(h, h′) is a conditionally positive definite function (in the usual sense) on the set of Arveson

units, which in [Arv89a] is called the covariance function and plays a crucial role. We see

that in our context the covariance function is replaced by the generator of the associated

CPD-semigroup.

Arveson classified his product systems into three types. An Arveson system is type I, if

it is generated by its units. Arveson shows [Arv89a] that these are precisely the symmetric

Fock spaces. We will recover the same statement for product systems of type Iscn when we

show that these are (strong closures of) time ordered Fock modules (Theorem 13.3.2). This

is also our motivation for Definition 11.2.5. Type II Arveson systems are such which have

at least one unit but are not type I, and type III Arveson systems are those whithout unit.

For type II and III the analogue definitions for modules are not so clear. A solution is

suggested by the observation in Example 11.2.6 that a unit in the Arveson system comming

from an E0–semigroup on B(G) corresponds to a central unit in the corresponding product

system of B(G)–modules. We came back to this point in Chapter 15. Existence of a unit

for the distinction between type II and type III might depend on Arveson’s measurability

requirement. Surprisingly, by a result of Liebscher [Lie00a] for (algebraic) product systems

of Hilbert spaces this is not true. Each such system with a unit can be equipped with a

measurable structure such that the unit is measurable.

For B = C measurability of units implies already continuity of inner products of them,

and all reasonable types of continuity coincide. In our context the situation is not so

pleasant. Therefore, we do not speak so much about measurability and require continuity

directly. In the sequel, we stick mainly on uniform continuity, because this gives us back

Arveson’s classification of type I as Fock modules (spaces). We want to emphasize, however,
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that this does not mean that there do not exist other interesting units in type Ic product

systems; see Example 7.3.7. Like weak dilations which we consider as a tool to study

general dilations, we consider the continuous units of a product system as a tool to study

the product system. The units of physically interesting CP-semigroups will be only strongly

continuous. But they exist also in type I product systems in abundance. Any dilation of a

CP-semigroup with unbounded generator constructed on a symmetric Fock space tensored

with some initial space may serve as an example.

11.3 CPD-semigroups and product systems

In this Section we construct for each CPD-semigroup T on S a product system E¯ with a

totalizing set of units such that T is recovered as in Proposition 11.2.3 by matrix elements

with these units. The construction is a direct generalization from CP-semigroups to CPD-

semigroups of the construction in Bhat and Skeide [BS00], and it contains the case of

CP-semigroups as the special case where S consists of one element.

The idea can be looked up from the proof of Proposition 11.2.4 together with Example

4.2.8 and its generalization to completely positive definite kernels in Observation 5.4.3.

Indeed, the two-sided submodule of ES
t in Proposition 11.2.4 generated by {ξt(ξ

¯ ∈ S)} is

just the Kolmogorov module Ĕt of the kernel Ut ¹ S ∈ KS(B). Splitting ξt into ξt−s¯ ξs (for

all ξ¯ ∈ S), as done in that proof, means to embed Ĕt into the bigger space Ĕt−s ¯ Ĕs. By

definition we obtain all of ES
t , if we continue this procedure by splitting the interval [0, t]

into more and more disjoint subintervals. In other words, ES
t is the inductive limit over

tensor products of an increasing number of Kolmogorov modules Ĕti (ti summing up to t)

of Uti ¹ S.

For a general CPD-semigroup T on some set S we proceed precisely in the same way, with

the only exception that now the spaces ES
t do not yet exist. We must construct them. So

let (Ĕt, ξ̆t) denote the Kolmogorov decomposition for Tt, where ξ̆t : σ 7→ ξ̆σ
t is the canonical

embedding S → Ĕt. (Observe that Ĕ0 = B and ξ̆σ
0 = 1 for all σ ∈ S.) See Appendix B.3

for the lattice Jt. Let t = (tn, . . . , t1) ∈ Jt. We define

Ĕt = Ĕtn ¯ . . .¯ Ĕt1 and Ĕ() = Ĕ0.

In particular, we have Ĕ(t) = Ĕt. By obvious generalization of Example 4.2.8

ξ̆σ
t 7−→ ξ̆σ

t := ξ̆σ
tn ¯ . . .¯ ξ̆σ

t1

defines an isometric two-sided homomorphism βt(t) : Ĕt → Ĕt.

Now suppose that t = (tn, . . . , t1) = sm ` . . . ` s1 ≥ s = (sm, . . . , s1) with |sj| = sj. By

βts = βsm(sm) ¯ . . .¯ βs1(s1)
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we define an isometric two-sided homomorphism βts : Ĕs → Ĕt. Obviously, βtrβrs = βts for

all t ≥ r ≥ s. See Appendix A.10 for details about inductive limits. By Proposition A.10.10

we obtain the following result.

11.3.1 Proposition. The family
(
Ĕt

)
t∈Jt together with

(
βts

)
s≤t

forms an inductive system

of pre-Hilbert B–B–modules. Hence, also the inductive limit Et = lim ind
t∈Jt

Ĕt is a pre-Hilbert

B–B–module and the canonical mappings it : Ĕt → Et are isometric two-sided homomor-

phisms.

In order to distinguish this inductive limit, where the involved isometries preserve left

multiplication, from a different one in Section 11.4, where this is not the case, we refer to

it as the two-sided inductive limit. This is a change of nomenclature compared with [BS00],

where this limit was refered to as the first inductive limit.

Before we show that the Et form a product system, we observe that the elements ξ̆σ
t

survive the inductive limit.

11.3.2 Proposition. Let ξσ
t = i(t)ξ̆

σ
t for all σ ∈ S. Then itξ̆

σ
t = ξσ

t for all t ∈ Jt. Moreover,

〈ξσ
t , bξσ′

t 〉 = Tσ,σ′
t (b). (11.3.1)

Proof. Let s, t ∈ Jt and choose r, such that r ≥ s and r ≥ t. Then isξ̆
σ
s = irβrsξ̆

σ
s = irξ̆

σ
r =

irβrtξ̆
σ
t = itξ̆

σ
t .

Moreover, 〈ξσ
t , bξσ′

t 〉 = 〈i(t)ξ̆σ
t , bi(t)ξ̆

σ′
t 〉 = 〈i(t)ξ̆σ

t , i(t)bξ̆
σ′
t 〉 = 〈ξ̆σ

t , bξ̆σ′
t 〉 = Tσ,σ′

t (b).

11.3.3 Corollary. (ξσ
t )∗it = ξ̆σ∗

t for all t ∈ Jt. Therefore, ξ̆σ∗
t βts = ξ̆σ∗

s for all s ≤ t.

11.3.4 Remark. Clearly, E0 = Ĕ0 = B and ξσ
0 = ξ̆σ

0 = 1 such that Et = E0¯Et = ξ0¯Et

in the identification according to Definition 4.2.1.

11.3.5 Theorem. The family E¯ =
(
Et

)
t∈T (with Et as in Proposition 11.3.1) forms a

product system. Each of the families ξσ¯ =
(
ξσ
t

)
t∈T (with ξσ

t as in Proposition 11.3.2) forms

a unit and the set U(S) = {ξσ¯ (σ ∈ S)} of units is totalizing for E¯.

Proof. Let s, t ∈ T and choose s ∈ Js and t ∈ Jt. Then the proof that the Et form a

product system is almost done by observing that

Ĕs ¯ Ĕt = Ĕs`t. (11.3.2)

From this, intuitively, the mapping ust : isxs¯ ityt 7→ is`t(xs¯ yt) should define a surjective

isometry. Surjectivity is clear, because (as in the proof of Proposition 11.2.4) elements of
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the form is`t(xs ¯ yt) are total in Ĕs+t. To see isometry we observe that isxs = iŝβŝsxs and

ityt = îtβt̂tyt for t̂ ≥ t and ŝ ≥ s. Similarly, is`t(xs ¯ yt) = iŝ ˆ̀t(βŝsxs ¯ βt̂tyt). Therefore, for

checking the equation

〈isxs ¯ ityt, is′x
′
s′ ¯ it′y

′
t′〉 = 〈is`t(xs ¯ yt), is′`t′(x

′
s′ ¯ y′t′)〉

we may assume that t′ = t and s′ = s. (This is also a key observation in showing that

Es¯Et = lim ind
(s,t)∈Js×Jt

Ĕs¯ Ĕt.) Now isometry is clear, because both is¯ it : Ĕs¯ Ĕt → Es¯Et

and is`t : Ĕs`t = Ĕs ¯ Ĕt → Ĕs+t are (two-sided) isometries. The associativity condition

follows directly from associativity of (11.3.2).

The fact that the ξσ
t form a unit is obvious from Proposition 11.3.2 and Observation

5.4.3. The set U(S) of units is generating, because Et is generated by vectors of the form

it(bnξ̆
n
tn ¯ . . .¯ b1ξ̆

1
t1
b0) (bi ∈ B, ξi¯ ∈ U(S)).

11.3.6 Remark. We, actually, have shown, using the identifications (11.1.2) and (11.3.2),

that is ¯ it = is`t.

11.3.7 Definition. We refer to E¯ as the GNS-system of T. Proposition 11.2.4 tells us

that the pair (E¯,U(S)) is determined up to isomorphism by the requirement that U(S)

be a totalizing set of units fufilling (11.3.1). We refer to E ¯̄ as the GNS-system of Hilbert

modules. If B is a von Neumann algebra and T a normal CPD-semigroup, then by Proposi-

tions 4.1.13, 4.2.24, and A.10.10 all E
s

t are von Neumann modules. We refer to E ¯̄ s

as the

GNS-system of von Neumann modules.

11.4 Unital units, dilations and flows

By Corollary 4.2.6 a unit vector ξ ∈ E gives rise to an isometric embedding ξ¯id : F → E¯F

with adjoint ξ∗¯id. Hence, we may utilize a unital unit ξ¯ for a product system E¯ to embed

Es into Et for t ≥ s and, finally, end up with a second inductive limit (in the nomenclature

of [BS00]). However, since the embeddings no longer preserve left multiplication, we do not

have a unique left multiplication on the inductive limit E = lim ind
t→∞

Et. We, therefore, refer

to it as the one-sided inductive limit. It is, however, possible to define on E for each time

t a different left multiplication, which turns out to be more or less the left multiplication

from Et (see Proposition 11.4.9). This family of left multiplications turns out to be a weak

Markov flow for the (unital) CP-semigroup Tt(b) = 〈ξt, bξt〉 associated with the unit. Also

the identification by (11.1.2) has a counter part obtained by sending, formally, s to ∞.

The embedding of Ba(Es) into Ba(Es+t), formally, becomes an embedding Ba(E“∞”) into

Ba(E“∞+ t”), i.e. an endomorphism of Ba(E). This endomorphism depends, however, on t.
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The family formed by all these endomorphisms turns out to be an E0–semigroup dilating

T .

Let t, s ∈ T with t ≥ s. We define the isometry

γts = ξt−s ¯ id : Es −→ Et−s ¯ Es = Et.

Let t ≥ r ≥ s. Since ξ¯ is a unit, we have

γts = ξt−s ¯ id = ξt−r ¯ ξr−s ¯ id = γtrγrs.

By Proposition A.10.10 that leads to the following result.

11.4.1 Proposition. The family
(
Et

)
t∈T together with

(
γts

)
s≤t

forms an inductive system

of right pre-Hilbert B–modules. Hence, also the inductive limit E = lim ind
t→∞

Et is a right

pre-Hilbert B–module. Moreover, the canonical mappings kt : Et → E are isometries.

E contains a distinguished unit-vector.

11.4.2 Proposition. Let ξ = k0ξ0. Then ktξt = ξ for all t ∈ T. Moreover, 〈ξ, ξ〉 = 1.

Proof. Precisely, as in Proposition 11.3.2.

By Example 4.4.10 we have a representation of B and a conditional expectation.

11.4.3 Corollary. By j0(b) = ξbξ∗ we define a faithful representation of B by operators in

Ba(E). Moreover, ϕ : a 7→ j0(1)aj0(1) defines a conditional expectation Ba(E) → j0(B).

11.4.4 Theorem. For all t ∈ T we have

E ¯ Et = E, (11.4.1)

extending (11.1.2) in the natural way. Moreover,

E ¯ (Es ¯ Et) = (E ¯ Es)¯ Et. (11.4.2)

Proof. The mapping ut : ksxs ¯ yt 7→ ks+t(xs ¯ yt) defines a surjective isometry. We see

that this is an isometry precisely as in the proof of Theorem 11.3.5. To see surjectivity recall

that any element in E can be written as krxr for suitable r ∈ T and xr ∈ Er. If r ≥ t then

consider xr as an element of Er−t ¯Et and apply the prescription to see that krxr is in the

range of ut. If r < t, then apply the prescription to ξ0 ¯ γtrxr ∈ E0 ¯ Et. Of course,

us+t(id¯ust) = ut(us ¯ id) (11.4.3)

which, after the identifications (11.4.1) and (11.1.2), implies (11.4.2).
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11.4.5 Corollary. The family ϑ =
(
ϑt

)
t∈T of endomorphisms ϑt : Ba(E) → Ba(E ¯ Et) =

Ba(E) defined by setting

ϑt(a) = a¯ idEt (11.4.4)

is a strict E0–semigroup.

Proof. The semigroup property follows directly from E ¯ Es+t = E ¯ (Es ¯ Et) = (E ¯
Es)¯Et. Strictness of each ϑt trivially follows from the observation that vectors of the form

x¯ xt (x ∈ E, xt ∈ Et) span E.

11.4.6 Remark. Making use of the identification (11.4.1), the proof of Theorem 11.4.4,

actually, shows that, ks ¯ id = ks+t. Putting s = 0 and making use of Remark 11.3.4, we

find

kt = (k0 ¯ id)(ξ0 ¯ id) = ξ ¯ id .

In particular, ξ = ξ ¯ ξt.

11.4.7 Corollary. kt is an element of Ba(Et, E). The adjoint mapping is

k∗t = ξ∗ ¯ id : E = E ¯ Et −→ Et.

Therefore, k∗t kt = idEt and ktk
∗
t is a projection onto the range of kt.

11.4.8 Theorem. Define the family j =
(
jt

)
t∈T of representations, by setting jt = ϑt ◦ j0.

Then (E, j, ξ) is a weak Markov flow of the CP-semigroup T on E and (E, ϑ, ξ) is a weak

dilation on E.

Proof. The statements are clear, if we show the Markov property psjt(b)ps = js(Tt−s(b))

for s ≤ t (with pt = jt(1)). By definition of j and the semigroup property of ϑ it is enough

to restrict to s = 0. We have

〈ξ, jt(b)ξ〉 = 〈ξ ¯ ξt, (j0(b)¯ id)(ξ ¯ ξt)〉 = 〈ξt, bξt〉 = Tt(b)

by Corollary 11.4.3. Hence, p0jt(b)p0 = ξTt(b)ξ
∗ = j0(Tt(b)).

It seems interesting to see clearly that jt is nothing but the left multiplication from Et.

The following obvious proposition completely settles this problem.

11.4.9 Proposition. We have ktbk
∗
t = ϑt

(
ξbξ∗

)
= jt(b). In particular, pt = ktk

∗
t .
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11.4.10 Remark. Let (k∗t )s = k∗t ks be the family associated with k∗t by Proposition A.10.3.

One may check that

(k∗t )s =





γts for s ≤ t

γ∗st for s ≥ t.

Hence, the action of k∗t on an element ksxs ∈ E coming from Es can be interpreted as lifting

this element to Et via ξt−s ¯ id, if s is too small, and truncating it to Et via (ξs−t)
∗ ¯ id, if

s is too big.

The construction in this section was done in [BS00], in particular, to find the GNS-

dilation of a unital CP-semigroup T .

11.4.11 Definition. By the GNS-dilation of a unital CP-semigroup T , we mean the weak

dilation obtained by constructing the one-sided inductive limit over the GNS-system of T

(considered as CPD-semigroup) for the single generating (unital) unit in this system giving

back T . Sometimes, we write Emin for the dilation module.

We discuss this and other results related to the special case of CP-semigroups in Chapter

12. There we also comment on the relations to earlier work. We explain in how far it is

possible to construct the one-sided inductive limit, when the unit is non-unital. In Section

14.1 we will see that we can obtain any (strict) dilation on a Hilbert module E as in (11.4.4)

for a suitable product system E¯. We only loose the interpretation of E as an inductive

limit (i.e. the subspaces ktEt do not necessarily increase to E).

We close with some continuity results on ϑ. First of all, it is clear that we may complete

both the product system E¯ and the one-sided inductive limit E. If B is a von Neumann

algebra and the left action of B on E
s

t is normal (for instance, if E¯ is the GNS-system of

a normal CPD-semigroup), then we may pass to the strong closure of E¯ and E. All ϑt

extend to normal endomorphisms of the von Neumann algebra Ba(E
s
). (This follows from

Proposition 4.2.24 and the trivial observation that E
s
is a von Neumann Ba(E

s
)–B–module.)

11.4.12 Theorem. 1. Suppose E
¯

is a type Ic0 system (for instance, the GNS-system

of a CPD–C0–semigroup). Then ϑ is strictly continuous (by uniform boundedness of

ϑ this means t 7→ ϑt(a)x is continuous for all a ∈ Ba(E) and x ∈ E).

2. Suppose E
s¯s

is a type Is
s system of von Neumann B–B–modules (for instance, the

GNS-system of a normal CPD-semigroup) and, therefore, a Is
sn system. Then ϑ is

strongly continuous (by uniform boundedness of ϑ this means t 7→ ϑt(a)x ¯ g is con-

tinuous for all a ∈ Ba(E), x ∈ E, and g in the representation space G of B).



11.5. Central units and white noise 185

Proof. The right shift S
r
t : x 7→ x ¯ ξt is, clearly, bounded by ‖ξt‖ and extends to E and

E
s
. The family x¯ ξt depends continuously on t. (On the dense subset E this follows from

the fact that inner products of elements of the form (11.2.3) depend jointly continuously on

all time arguments. By boundedness of S
r
t this extends to the whole of E.) Now we easily

see that for each a ∈ Ba(E) and for each x ∈ E

ax− ϑt(a)x = ax− ax¯ ξt + ax¯ ξt − ϑt(a)x = (ax)− (ax)¯ ξt + ϑt(a)(x¯ ξt − x)

= (id−S
r
t )(ax) + ϑt(a)(S

r
t − id)(x)

is small for t sufficiently small. Replacing a by ϑs(a) we obtain continuity at all times s.

The second case follows precisely in the same manner, but starting from the mapping

t 7→ x¯ ξt ¯ g instead of t 7→ x¯ ξt.

11.4.13 Remark. Since ϑt ◦ j0(1) = jt(1) is an increasing family of projections, ϑ is in

general not a C0–semigroup.

11.4.14 Remark. Of course, S
r
t is not an element of Br(E), therefore, certainly neither

adjointable, nor isometric (unless T is trivial). In particular, passing to the Stinespring

construction (Example 4.1.9), S
r
t will never be implemented by an operator in B(H), i.e. the

operator x¯g 7→ x¯ξt¯g on H is, in general, ill-defined. It follows that the jt (interpreted

as mapping B → B(H)) do not form a stationary process in the sense of [Bel85]. In the

Hilbert space picture obtained by Stinespring construction, in general, there is no time shift

like S
r
t , acting directly on the Hilbert space.

11.5 Central units and white noise

We ask, under which circumstances the dilation constructed in Section 11.4 is a white noise.

Obviously, it is necessary and sufficient that the unit ξ¯ is also central. In this case all

the embeddings γts are two-sided and there is a single (non-degenerate!) left multiplication

on E such that also the kt are two-sided. In this section we show that this white noise of

endomorphisms may be extended to a unitarily implemented white noise of automorphisms

on the algebra of operators on a bigger pre-Hilbert module.

We start by constructing a reverse inductive limit. Thanks to centrality of ξ¯ we may

define the two-sided isometries −→γ ts : Es → Et (t ≥ s) by setting

−→γ tsxs = xs ¯ ξt−s.

Similarly as in Section 11.4 the Et with −→γ ts form an inductive system. The inductive limit
−→
E is a two-sided pre-Hilbert module with a central unit vector

−→
ξ , fulfilling

Et ¯−→E =
−→
E and ξt ¯−→ξ =

−→
ξ .
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The canonical embedding Et → −→
E is given by

−→
k t = id¯−→ξ and has the adjoint

−→
k ∗

t =

id¯−→ξ ∗.

Let x ∈ E, xt ∈ Et,−→x ∈ −→
E and set y = x ¯ xt ∈ E ¯ Et = E and −→y = xt ¯ −→x ∈

Et ¯ −→
E =

−→
E . There are two possibilities to interprete x ¯ xt ¯ −→x as an element of

←→
E = E ¯−→E , namely, y ¯−→x or x¯−→y . The mapping

←→ut (x¯−→y ) = y ¯−→x

defines a two-sided unitary in Ba(
←→
E ). Clearly, the ←→ut form a semigroup in Ba(

←→
E ) which

extends to a unitary group.

11.5.1 Proposition. The automorphism group α =
(
αt

)
t∈bT on Ba(

←→
E ), defined by setting

αt(a) = ←→ut a←→ut
∗, with the conditional expectation ϕ(a) = 〈←→ξ , a

←→
ξ 〉 onto the subalgebra

B 3 id←→E of Ba(
←→
E ) is a white noise.

The restriction of α to a semigroup on Ba(E) ∼= Ba(E)¯ id ⊂ Ba(
←→
E ) is ϑ.

11.5.2 Example. The one-sided inductive limit over the product system IΓ¯(F ) of time

ordered Fock modules for the vacuum unit ω¯ is just IΓ(F ). Of course,
←−→
IΓ(F ) = ĬΓ(F ) and

α = S is the time shift group.

Notice that it is far from being clear, whether the one-sided inductive limit for one of the

unital units ξ¯
(− 〈ζ,ζ〉

2
, ζ

)
is isomorphic to IΓ(F ). (Even if this is so, then the non-coincidence

of the left multiplications shows us that the identification of IΓt(F ) in IΓ(F ) cannot be the

canonical one. See also Section 14.1.) For B = B(G) (i.e. symmetric Fock space with initial

space G) Bhat [Bha01] shows with the help of a quantum stochastic calculus (Hudson and

Parthasarathy [HP84, Par92]) that this is the case. Our calculus on the full Fock module

[Ske00d] in Part IV does not help to answer this question in general, because the time

ordered Fock module (contained in the full Fock module) is not left invariant.

11.5.3 Observation. Denote by i the canonical left multiplication of E and suppose u is

a unitary right cocycle for ϑ such that (E, ϑu, i, ξ) is a (unital) dilation for a (unital) CP-

semigroup T . Then (
←→
E , αu¯id, i¯ id,

←→
ξ ) is a unital dilation to an automorphism group.

11.6 Morphisms, units and cocycles

Let E¯ be a product system and E the one-sided inductive limit comming from some unital

unit ξ¯ for E¯ with the E0–semigroup ϑ on Ba(E) as constructed in Section 11.4. In this

section we we investigate two types of cocycles for ϑ, one giving a one-to-one correspondence

with endomorphisms of E¯ and the other giving a one-to-one correspondence with units for
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E¯. In both cases the uniqueness of the correspondence is due to a special notion of

adaptedness. Then we find criteria for strong continuity of cocycles for type I product

systems and relations to the associated CPD-semigroups.

Let w¯ =
(
wt

)
t∈T be an endomorphism of E¯. Then, clearly, setting wt = id¯wt we

define a local cocycle w =
(
wt

)
t∈T for ϑ. Conversely, if w =

(
wt

)
t∈T is a local cocycle, then

by Theorem 4.2.18 there are unique elements wt = (ξ∗ ¯ id)wt(ξ ¯ id) = k∗t wtkt ∈ Ba,bil(Et)

such that wt = id¯wt. We find

ws+t = k∗s+tws+tks+t = k∗s+tϑt(ws)wtks+t

= (ξ∗ ¯ idEs ¯ idEt)(id¯ws ¯ idEt)(id¯ idEs ¯wt)(ξ ¯ idEs ¯ idEt) = ws ¯ wt.

We summarize.

11.6.1 Theorem. The formula wt = id¯wt establishes a one-to-one correspondence be-

tween local cocycles w for ϑ and endomorphisms w¯ of E¯.

11.6.2 Observation. The E0–semigroup ϑ, or better the space Ba(E) where it acts, de-

pends highly on the choice of a (unital) unit. (However, if two inductive limits coincide

for two unital units ξ¯, ξ′¯, then the corresponding E0–semigroups are outer conjugate; see

Theorem 14.1.5.) On the contrary, the set of endomorphisms is an intrinsic property of

E¯ not depending on the choice a unit. Therefore, we prefer very much to study product

systems by properties of their endomorphisms, instead of cocycles with respect to a fixed

E0–semigroup.

Clearly, locality is a kind of adaptedness, as it asserts that a certain operator wt ∈ Ba(E)

is of the form id¯wt for some wt ∈ Ba,bil(Et). This unital identification of Ba,bil(Et) with

the subset id¯Ba,bil(Et) in Ba(E) is restricted to bilinear operators. If we want to embed all

of Ba(Et) into Ba(E), then we must content ourselves (unless there is additional structure

like centeredness) with a non-unital embedding like a 7→ ktak∗t .

11.6.3 Definition. A weakly adapted cocycle is a weak cocycle w =
(
wt

)
t∈T for ϑ such

that ptwtpt = wt for all t ∈ T and w0 = p0. In other words, there exist unique elements

wt = k∗t wtkt ∈ Ba(Et) such that wt = ktwtk
∗
t .

Notice that the members wt of a weakly adapted right cocycle w are necessarily of the

form wt = (ktζt)(ktξt)
∗ = ktζtξ

∗ where ζt are the unique elements k∗t wtξ ∈ Et. Indeed, by

the cocycle property we have wt = ϑ0(wt)w0 = wtp0. By adaptedness we have wt = ptwt.

Hence, wt = ktk
∗
t wtξξ

∗ = ktζtξ
∗.
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11.6.4 Theorem. The formula ζt = k∗t wtξ establishes a one-to-one correspondence between

weakly adapted right cocycles w for ϑ and units ζ¯ =
(
ζt

)
for E¯.

Proof. Let w be an adapted right cocycle. Then

ζs+t = k∗s+tws+tξ = k∗s+tϑt(ws)ptwtξ = k∗s+t(wsξ ¯ k∗t wtξ) = k∗swsξ ¯ k∗t wtξ = ζs ¯ ζt.

Since also ζ0 = k0p0ξ = ξ0 = 1, it follows that ζ¯ is a unit.

Conversely, let ζ¯ be a unit and set wt = ktζtξ
∗. Then by Corollary 11.4.7 and Propo-

sition 11.4.9

ϑt(ws)wtξ = (ws ¯ id)(ξ ¯ ζt) = ks+t(ζs ¯ ζt) = ws+tξ.

Moreover, ws+t is 0 on the orthogonal complement (1− ξξ∗)E of ξ. In other words, ws+t =

ϑt(ws)wt so that the w is a weakly adapted right cocycle for ϑ. Finally, w0 = ζ0ξ
∗
0 = ξ0ξ

∗
0 =

p0.

11.6.5 Remark. We mention a small error in [BS00] where we did not specify the value of

a cocycle at t = 0, which is, of course, indispensable, if we want that cocycles map units to

units (cf. Observation 11.2.2). As the value assigned to a cocycle at 0 depends on the type

of cocycle (local or weakly adapted) some attention should be paid.

Cocycles may be continuous or not. In Theorem 7.3.4 we have computed all units for

IΓ¯(F ) which are continuous in IΓ(F ). In Example 11.5.2 we explained that IΓ(F ) is the

one-sided inductive limit over IΓ¯(F ) for the vacuum unit. Now we investigate how such

continuity properties can be expressed intrinsically, without reference to the inductive limit.

We say a unit ξ¯ is continuous, if the associated CP-semigroup T ξ
t (b) = 〈ξt, bξt〉 is

uniformly continuous. In general, we say a set S of units is continuous, if the CPD-semigroup

U ¹ S is uniformly continuous.

11.6.6 Lemma. Let ξ¯ be a unital continuous unit for E¯, and denote by E the one-sided

inductive limit for ξ¯. Let ζ¯ be another unit. Then the following conditions are equivalent.

1. The function t 7→ ξ ¯ ζt ∈ E is continuous.

2. The semigroups Uζ,ξ and T ζ are uniformly continuous.

3. The functions t 7→ 〈ζt, ξt〉 and t 7→ 〈ζt, ζt〉 are continuous.

Moreover, if ζ¯, ζ ′¯ are two units both fulfilling one of the three conditions above, then

also the function t 7→ 〈ζt, ζ
′
t〉 is continuous, hence, also the semigroup Uζ,ζ′ is uniformly

continuous.



11.6. Morphisms, units and cocycles 189

Proof. The crucial step in the proof is the observation that the norm of mappings on B
of the form b 7→ 〈x, by〉 (for x, y in some pre-Hilbert B–B–module) can be estimated by

‖x‖ ‖y‖.
1⇒2. We have

ξ ¯ ζt+ε − ξ ¯ ζt = ξ ¯ ζε ¯ ζt − ξ ¯ ξε ¯ ζt = ξ ¯ (ζε − ξε)¯ ζt (11.6.1)

so that t 7→ ξ ¯ ζt is continuous, if and only if ‖ζt − ξt‖ → 0 for t → 0. Thus, 1 implies

‖Uζ,ξ
t − id‖ ≤ ‖Uζ,ξ

t − T ξ
t ‖+ ‖T ξ

t − id‖ → 0,

because the norm of Uζ,ξ
t − T ξ

t : b 7→ 〈ζt − ξt, bξt〉 is smaller than ‖ζt − ξt‖ ‖ξt‖ → 0, and

‖T ζ
t − id‖ ≤ ‖T ζ

t − Uζ,ξ
t ‖+ ‖Uζ,ξ

t − id‖ → 0,

because the norm of T ζ
t −Uζ,ξ

t : b 7→ 〈ζt, b(ζt− ξt)〉 is smaller than ‖ζt‖ ‖ζt − ξt‖ → 0 and by

the preceding estimate.

2⇒3 is trivial, so let us come to 3⇒1. We have

‖ζt − ξt‖2 ≤ ‖〈ζt, ζt〉 − 1‖+ ‖〈ζt, ξt〉 − 1‖+ ‖〈ξt, ζt〉 − 1‖+ ‖〈ξt, ξt〉 − 1‖

which tends to 0 for t → 0 so that (11.6.1) implies continuity of ξ ¯ ζt.

Now let ζ¯, ζ ′¯ be two units fulfilling 3. Then

‖〈ζt, ζ
′
t〉 − 1‖ ≤ ‖〈ζt, ζ

′
t − ξt〉‖+ ‖〈ζt − ξt, ξt〉‖+ ‖〈ξt, ξt〉 − 1‖ → 0

for t → 0 so that t 7→ 〈ζt, ζ
′
t〉 is continuous. As before, this implies that Uζ,ζ′ is uniformly

continuous.

The following theorem is simple corollary of Theorem 11.3.5 and Lemma 11.6.6. Taking

into account also the extensions following Corollary 13.3.3 which assert that a continuous

unit is contained in a time ordered poduct systems of von Neumann B∗∗–B∗∗–modules, and

the fact discussed in the proof of Lemma 13.2.6 that units in such product systems may be

normalized within that system, one may show that we can drop the assumption in brackets.

11.6.7 Theorem. For a CPD-semigroup T on a set S containing an element σ such that

Tσ,σ is uniformly continuous (and that Tσ,σ
t (1) = 1 for all t ∈ R+) the following statements

are equivalent.

1. T is uniformly continuous.

2. The functions t 7→ Tσ,σ′
t (1) are continuous for all σ, σ′ ∈ S.
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3. The functions t 7→ Tσ,σ′
t (1) and t 7→ Tσ′,σ′

t (1) are continuous for all σ′ ∈ S.

The main idea in the proof of Lemma 11.6.6 is that a certain (completely bounded)

mapping can be written as b 7→ 〈x, by〉 for some vectors in some GNS-space. Theorem 11.6.7

is an intrinsic result about CPD-semigroups obtained, roughly speaking, by rephrasing all

statements from Lemma 11.6.6 involving units in terms of the associated CPD-semigroup.

It seems difficult to show Theorem 11.6.7 directly without reference to the GNS-system of

the CPD-semigroup.

Another consequence of Lemma 11.6.6 concerns continuity properties of local cocycles.

11.6.8 Corollary. Let E¯ be generated by a subset S ⊂ U(E¯) of units such that U ¹ S is

a uniformly continuous CPD-semigroup. Let ξ¯ ∈ S be a unital unit, and denote by E the

one-sided inductive limit for ξ¯. Then for a morphism w¯ and the associated local cocycle

w =
(
id¯wt

)
t∈T the following equivalent conditions

1. The CPD-semigroup U ¹ (S ∪w¯S) (see Observation 11.2.2) is uniformly continuous.

(In particular, if S is maximal continuous, then w¯ leaves S invariant.)

2. For some ξ′¯ ∈ S all functions t 7→ 〈ξ′t, ζt〉, t 7→ 〈ζt, ζt〉 (ζ¯ ∈ w¯S) are continuous.

both imply that w is strongly continuous.

Proof. By simple applications of Lemma 11.6.6, 1 and 2 are equivalent, and for the remain-

ing implication it is sufficient to choose ξ′¯ = ξ¯. So assume that all functions t 7→ 〈ζt, ζt〉,
t 7→ 〈ξt, ζt〉 (ζ¯ ∈ S ∪ w¯S) are continuous. Then

‖wtζt − ζt‖ = ‖ξ ¯ wtζt − ξ ¯ ζt‖ ≤ ‖ξ ¯ wtζt − ξ‖+ ‖ξ ¯ ζt − ξ‖ → 0 (11.6.2)

for t → 0. Applying ws+ε −ws = id¯(wε − idEε)¯ ws to a vector of the form ξ ¯ xt where

xt ∈ Et is as in (11.2.3), we conclude from (11.6.2) (choosing ε > 0 so small that wε − idEε

comes to act on a single unit only) that the function s 7→ ws(ξ ¯ xt) is continuous. Since

the vectors ξ ¯ xt span E, w is strongly continuous.

11.6.9 Observation. If w is bounded locally uniformly (for instance, if w¯ is contractive)

or, equivalently, if the extension of w to E is also strongly continuous, then also the reverse

implication holds. (We see by the same routine arguments that the inner product 〈ξt, wtζt〉 =

〈ξ¯ξt, ξ¯wtζt〉 = 〈ξ, wt(ξ¯ζt)〉 depends continuously on t and, similarly, also 〈wtζt, wtζt〉.)

11.6.10 Definition. A morphism is continuous, if it sends some totalizing continuous sub-

set of units to a continuous subset of units.



Chapter 12

The case of CP-semigroups

In this chapter we interrupt the analysis of general product systems and restrict to the

GNS-system of a CP-semigroup. We present some related results mainly from Bhat and

Skeide [BS00]. Although this set-up was the starting point of product systems, the chapter

is independent and may be skipped.

12.1 The GNS-dilation

Let (E = Emin, ϑ, ξ) be the GNS-dilation from Definition 11.4.11 with the weak Markov

flow (E, j, ξ). We show that E earns the superscript min.

12.1.1 Proposition. ξ is cyclic for the algebra A∞ = alg jT(B), i.e. E = span(A∞ξ).

Proof. It is enough to show that for each t ∈ T, t = (tn, . . . , t1) ∈ Jt, bn, . . . , b0 ∈ B, and

(sn, . . . , s1) = o(t) ∈ It (cf. Proposition B.3.2)

jsn(bn) . . . js1(b1)j0(b0)ξ = ξ ¯ bnξtn ¯ . . .¯ b1ξt1b0, (12.1.1)

because by Remark 11.4.6, ξ ¯ bnξtn ¯ . . . ¯ b1ξt1b0 = kt(bnξtn ¯ . . . ¯ b1ξt1b0), and E is

spanned by these vectors. First, observe that

jt(b)ξ = ϑt ◦ j0(b)ξ = (ξbξ∗ ¯ id)(ξ ¯ ξt) = ξ ¯ bξt. (12.1.2)

Now we proceed by induction on n. Extending (12.1.1) to the empty tuple (i.e. t = 0), the

statement is true for n = 0. Let us assume that (12.1.1) holds for n and choose tn+1 > 0

191
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and bn+1 ∈ B. Then by (12.1.2) and Remark 11.4.6

jtn+1+t(bn+1)(ξ ¯ bnξtn ¯ . . .¯ b1ξt1b0)

= (jtn+1(bn+1)¯ idEt)(ξ ¯ bnξtn ¯ . . .¯ b1ξt1b0)

= (jtn+1(bn+1)ξ)¯ bnξtn ¯ . . .¯ b1ξt1b0

= ξ ¯ bn+1ξtn+1 ¯ bnξtn ¯ . . .¯ b1ξt1b0.

In Section 12.4 we will see that a weak dilation is determined up to unitary isomorphism

by this cyclicity condition.

The e0–semigroup ϑ ¹ A∞ is (up to completion) the e0–dilation constructed in Bhat

[Bha99]. More precisely, if B is represented faithfully on a Hilbert space G, then the Stine-

spring construction (Example 4.1.9) gives rise to a (pre-)Hilbert space H = E ¯ G and

a faithful representation ρ of A∞ by operators on H. Lifting ϑ to ρ(A∞), we obtain the

e0–semigroup from [Bha99]. Observe that the e0–semigroup on A∞ was defined in [Bha99]

by setting ϑs ◦ jt(b) = js+t(b) and that it was quite hard to show that this mapping extends

as a contractive homomorphisms to all of A∞. Identifying ϑt(a) as a¯ idEt , well-definedness

and contractivity even on the bigger algebra Ba(E) become trivialities in the approach by

Hilbert modules.

For the weak Markov flow j alone (i.e. without showing that js(b) 7→ js+t(b) extends to an

endomorhism of A∞) the construction of the space H was done by Bhat and Parthasarathy

in [BP94, BP95] (as in usual proofs of the Stinespring construction) by a Kolmogorov

decomposition for positive definite kernel constructed from j. A similar construction was

done for flows indexed by more general index sets by Belavkin [Bel85]. However, in contrast

with [BP94] where positivity of the kernel can be proved, in [Bel85] it must be assumed that

the kernel in question be positive definite.

The extension of Bhat’s e0–semigroup to an E0–semigroup of strict endomorphisms of

Ba(E) is from Bhat and Skeide [BS00]. Of course, also Ba(E) has a faithful image in B(H).

However, it seems not possible to find this subalgebra easily without reference to the module

description.

The module description also allows us to show that, if T is a normal and strongly

continuous CP-semigroup on a von Neumann algebra B ⊂ B(G) (i.e. T is continuous in the

strong topology of B), then ϑ is normal and strongly continuous, too (see Definition 11.3.7

and Theorem 11.4.12). This answers a question raised in [Bha99] in the affirmative sense.

In the case when B = B(G), whence Ba(E
s
) = B(H) by Example 3.1.2, we recover the

result from Bhat [Bha01] that a normal strongly continuous CP-semigroup on B(G) allows

for a weak dilation on some B(H) which is determined uniquely by the requirement that H

is generated by the flow j from its subspace G ∼= j0(1)H.
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12.2 Central flows

Let (E, ϑ, ξ) be a weak dilation (not necessarily the GNS-dilation) with weak Markov flow

(E, j, ξ) constructed from a product system E¯ and a unital unit ξ¯ as in Theorem 11.4.8

with associated unital CP-semigroup T . The notion of weak Markov flow is essentially

non-commutative. The reason for this is that by definition jt(1) is a projection (at least in

non-trivial examples) which “levels out” whatever happened before “in the future of t”. As

a consequence, jt(b) and js(b) have no chance to commute in general. Indeed, for s < t we

find

jt(b)js(b)x¯ xt−s ¯ xs = ξ ¯ bξt−s ¯ 〈ξ ¯ ξt−sb
∗, x¯ xt−s〉xs, (12.2.1a)

whereas

js(b)jt(b)x¯ xt−s ¯ xs = ξ ¯ ξt−sb¯ 〈ξ ¯ b∗ξt−s, x¯ xt−s〉xs. (12.2.1b)

Since b and ξt−s do not commute, unless T is the trivial semigroup, the elements of E

decribed by Equations (12.2.1a,12.2.1b) are different.

If we restrict ourselves to the center of B, then the weak Markov flow j can be modified as

shown in Bhat [Bha93] to a commutative flow k called the central flow. If the initial algebra

B is commutative to begin with, then the flow k can be interpreted as the classical Markov

process obtained by the Daniell-Kolmogorov construction. Central flows play a crucial role

in Attal and Parthasarathy [AP96]. In this section we recover k as a process of operators

on E. This example, almost a triviality now, illustrates once again the power of the module

approach. (The central flow k appears only in this section and should not be confused with

the canonical mappings kt : Et → E.)

Recall from Example 1.6.8 that for b ∈ CB(B) the operator br : x 7→ xb of right mul-

tiplication by b is a well-defined element of Ba(E) (even of Ba,bil(E), if E is two-sided).

Writing E = E ¯ B, a simple application of Theorem 4.2.18 tells us that CBa(E)(B
a(E)) =

(Ba(E) ¯ id)′ = id¯Ba,bil(B) = id¯CB(B) ∼= CB(B). In other words, k0 : b 7→ br defines an

isomorphism from the center of B onto the center of Ba(E). We define kt = ϑt ◦ k0.

12.2.1 Theorem. The process k =
(
kt

)
t∈T is commutative (i.e.

[
kT(CB(B)), kT(CB(B))

]
=

{0}) and 〈ξ, kt(b)ξ〉 = 〈ξ, jt(b)ξ〉 = Tt(b) for all t ∈ T, b ∈ CB(B). In particular, if

TT(CB(B)) ⊂ CB(B), then k is a classical Markov process.

Proof. Clearly, k0(CB(B)) commutes with kt(CB(B)) ⊂ Ba(E). The remaining statements

follow by time shift.

The explicit action of kt is

kt(b)x¯ xt = xb¯ xt. (12.2.2)
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Let us have a closer look at the difference between j and k. Both jt(b) and kt(b) let act the

algebra element b at time t. This can be seen explicitly by the observation that the actions

of jt(b) and kt(b) restricted to the submodule ξ ¯ Et coincide. In other words, both jt(b)

and kt(b) can be thought of as the left multiplication of Et, first, lifted to ξ ¯ Et ⊂ E and,

then, extended to the whole of E. It is this extension which makes the difference. jt(b) is

extended just by 0 to the orthogonal complement of ξ ¯ Et in E. Correspondingly, jt(1)

projects down the future of t to the presence. Whereas kt(b) inserts b at time t without

changing the future part x of x¯ xt. Therefore, all kt are unital homomorphisms.

A look at Equation (12.2.2) reminds us of the ampliation id¯lb of the operator of left

multiplication lb : xt 7→ bxt on Et by b to the tensor product E ¯ Et. Once again, we

emphasize that in contrast to a ¯ id, a mapping id¯a on a tensor product of pre-Hilbert

modules, in general, only exists, if a is B–B–linear.

12.3 Contractive units

In this section we study the construction of the GNS-dilation via the procedures in Sections

11.3 and 11.4 in the case, when B still is unital, however, T may be non-unital. We still

assume that all Tt are contractive and, of course, that T0 = id.

Let us remark that considering contractive CP-semigroups T is a restriction. There is

no problem, if T is exponentially bounded, i.e. there is a c ∈ R such that the CP-semigroup

ectTt consists of contractions. (A result from the theory of strongly continuous semigroups

in the the operators on some Banach space B asserts that for such semigroups we may find

c ∈ R and C 6= 0 such that all CectTt are contractions, but these do not form a semigroup,

unless C = 1.) The following example we owe to V. Liebscher (private communication).

12.3.1 Example. Consider the semigroup

at =

(
St 0

II [0,t]St St

)

on L2(R)⊕L2(R+). One easily proves that
(
at

)
t∈R+

is a semigroup and strongly continuous.

On the other hand, ‖at‖ =
√

2 for t > 0. Consequently, T with Tt(b) = a∗t bat is a strongly

continuous CP-semigroup with ‖T‖ close to 2 for small t > 0.

Let us return to contractive CP-semigroups. There are two essentially different ways to

proceed. The first way as done in [Bha99] uses only the possibly non-unital CP-semigroup

T . Although we may construct the pair (E¯, ξ¯) in the two-sided inductive limit of Section

11.3, the one-sided inductive limit of Section 11.4 breaks down, and the inner product must
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be defined a priori. The second way to proceed as in Bhat and Skeide [BS00] uses the

unitization T̃ on B̃ as in Theorem 4.1.11(3).

Here we mainly follow the second approach. In other words, we do the constructions of

Sections 11.3 and 11.4 for the unital CP-semigroup T̃ . As a result we obtain a pre-Hilbert

B̃–module Ẽ, a cyclic vector ξ̃, a weak Markov flow j̃ acting on Ẽ, and an E0–semigroup ϑ̃

on Ba(Ẽ). The restriction of ϑ̃ to the submodule E which is generated by ξ̃ and ϑ̃T ◦ j̃0(B)

is cum grano salis a dilation of T . We will see that the (linear) codimension of E in Ẽ is 1.

Recall that B̃ = B ⊕ C1̃, and that (B is unital)

B ⊕ C −→ B̃, (b, µ) 7−→ (b− µ1)⊕ µ1̃

is an isomorphism of C∗–algebras, where B ⊕ C is the usual C∗–algebraic direct sum. In

[BP94] the unitization has been introduced in the picture B ⊕ C. In the sequel, we will

switch between the pictures B̃ and B ⊕ C according to our needs.

We start by reducing the GNS-construction (
˜̆
Et,

˜̆
ξt) for T̃t to the GNS-construction

(Ĕt, ξ̆t) for Tt. By Example 1.6.5 we may consider Ĕt also as a pre-Hilbert B̃–B̃–module.

Since Tt is not necessarily unital, ξ̆t is not necessarily a unit vector. However, 〈ξ̆t, ξ̆t〉 ≤ 1

as Tt is contractive. Denote by
̂̆
ξt the positive square root of 1̃ − 〈ξ̆t, ξ̆t〉 in B̃. Denote by

Êt =
̂̆
ξtB̃ the right ideal in B̃ generated by

̂̆
ξt considered as a right pre-Hilbert B̃–module

(see Example 1.1.5). By defining the left multiplication b
̂̆
ξt = 0 for b ∈ B and 1̃

̂̆
ξt =

̂̆
ξt, we

turn Êt into a pre-Hilbert B̃–B̃–module. We set
˜̆
Et = Ĕt ⊕ Êt and

˜̆
ξt = ξ̆t ⊕ ̂̆

ξt. One easily

checks that (
˜̆
Et,

˜̆
ξt) is the GNS-construction for T̃t.

12.3.2 Observation. Among many other simple relations connecting ξ̆t,
˜̆
ξt, and

̂̆
ξt with the

central projections 1, and 1̃−1 like e.g. 1
˜̆
ξt = ξ̆t, (1̃−1)

˜̆
ξt =

̂̆
ξt, or

˜̆
ξt(1̃−1) = (1̃−1)

̂̆
ξt(1̃−1),

the relation

̂̆
ξt1 = (1̃− 1)

˜̆
ξt1 = 1̃

˜̆
ξt1− 1

˜̆
ξt1 =

˜̆
ξt1− 1

˜̆
ξt

is particularly crucial for the proof of Theorem 12.3.5.

We denote Ω̆t =
˜̆
ξt(1̃−1) and b̃ = (b, µ) in the picture B⊕C. The following proposition

is verified easily by looking at the definition of
̂̆
ξt and by the rules in Observation 12.3.2.

12.3.3 Proposition. Ω̆t may be identified with the element 1̃ − 1 in the right ideal Êt in

B̃. We have

b̃
˜̆
ξt b̃

′(1̃− 1) = Ω̆tµµ′ = (1̃− 1)Ω̆tµµ′.

In particular, xt 7→ xt(1̃− 1) is a projection onto CΩ̆t. The orthogonal complement of Ω̆t is

a right ideal in B and may, therefore, be considered as a pre-Hilbert B–B–module.



196 Chapter 12. The case of CP-semigroups

Doing the constructions of Sections 11.3 and 11.4 for T̃ , we refer to Ẽt, Ẽt = lim ind
t∈Jt

Ẽt,

and Ẽ = lim ind
t

Ẽt. Also other ingredients of these constructions are indicated by the

dweedle. Letters without dweedle like (E¯, ξ¯) refer to analogue quantities coming from Tt.

By sending bnξtn ¯ . . . ¯ b1ξt1b0 to bnξtn ¯ . . . ¯ b1ξt1b0 (t = (tn, . . . , t1) ∈ Jt; bn, . . . , b0

∈ B) we establish a B–B–linear isometric embedding Et → Ẽt. In this identification we

conclude from

1b̃nξ̃tn ¯ . . .¯ b̃1ξ̃t1 b̃0 = bnξtn ¯ . . .¯ b1ξt1b0

that 1Ẽt = Et. We remark that here and in the remainder of this section it does not matter,

whether we consider the tensor products as tensor products over B or over B̃. By definition

of the tensor product the inner products coincide, so that the resulting pre-Hilbert modules

are isometrically isomorphic. As long as the inner product takes values in B we are free to

consider them as B–modules or as B̃–modules.

12.3.4 Proposition. Let t ∈ T and set Ωt = ξ̃t(1̃−1) ∈ Ẽt. Then Ωtn ¯ . . .¯Ωt1 = Ωt for

all t ∈ Jt. Moreover, the Ωt form a unit for Ẽt.

Set ξ̂t = (1̃− 1)ξ̃t ∈ Ẽt. Then ĩ(t)
̂̆
ξt = ξ̂t for all t ∈ T.

Set Ω = ξ̃(1̃− 1) ∈ Ẽ. Then k̃tΩt = Ω for all t ∈ T.

Proof. From Observation 12.3.2 we find

Ωt = ξ̃t(1̃− 1) = ξ̃tn ¯ . . .¯ ξ̃t1(1̃− 1) = Ωtn ¯ . . .¯ Ωt1

from which all assertions of the first part follow. The second and third part are proved in

an analogue manner.

Clearly, we have Ẽ(1̃ − 1) = CΩ. Denote by E = Ẽ1 the orthogonal complement of

this submodule and denote by ξ = ξ̃1 the component of ξ̃ in E. We may consider E as a

pre-Hilbert B–module.

12.3.5 Theorem. The operators in j̃T(B) leave invariant E, i.e. j̃t(b) and the projection

1r onto E commute for all t ∈ T and b ∈ B. For the restrictions jt(b) = j̃t(b) ¹ E the

following holds.

1. E is generated by jT(B) and ξ.

2. The jt fulfill the Markov property (10.4.3) and, of course, j0 is faithful.

3. The restriction of ϑ̃ to Ba(E) defines an E0–semigroup ϑ on Ba(E), which fulfills

ϑt ◦ js = js+t. Clearly, ϑ leaves invariant A∞ = span jT(B).
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Proof. Observe that j̃t(1)Ẽ = ξ̃ ¯ Et. By Ê ⊂ E we denote the linear span of all these

spaces. Clearly, Ê is a pre-Hilbert B–module. Moreover, all j̃t(b) leave invariant Ê. We will

show that Ê = E, which implies that also E is left invariant by j̃t(b).

Ẽ is spanned by the subspaces ξ̃ ¯ Ẽt, so that E is spanned by the subspaces ξ̃ ¯ Ẽt1.

The space Ẽt1 is spanned by elements of the form xt = b̃nξ̃tn ¯ . . . ¯ b̃1ξ̃t1b0. For each

1 ≤ k ≤ n we may assume that either b̃k = bk ∈ B or b̃k = µk(1̃− 1). If b̃k = µk(1̃− 1) for

some k, then we may assume that b̃` = µ`(1̃− 1) for all ` ≥ k. (Otherwise, the expression

is 0.) We have to distinguish two cases. Firstly, all b̃k are in B. Then xt is in Et so that

ξ̃¯xt ∈ Ê. Secondly, there is a unique smallest number 1 ≤ k ≤ n, such that b̃` = µ`(1̃−1)

for all ` ≥ k. Then it is easy to see that

xt = Ωs3 ¯ ξ̂s2 ¯ xs1 , i.e. ξ̃ ¯ xt = ξ̃ ¯ ξ̂s2 ¯ xs1

where s1 + s2 + s3 = t and xs1 ∈ Es1 . By Observation 12.3.2, we obtain

ξ̃ ¯ ξ̂s2 ¯ xs1 = ξ̃ ¯ (ξ̃s21− 1ξ̃s2)¯ xs1 = ξ̃ ¯ (ξ̃s21− 1ξs2)¯ xs1

= (j̃s1(1)− j̃s2+s1(1))ξ̃ ¯ xs1 ,

so that also in this case ξ̃ ¯ xt ∈ Ê. Therefore, E ⊂ Ê.

1. It remains to show that ξ̃¯xt for xt ∈ Et can be expressed by applying a suitable col-

lection of operators jt(b) to ξ and building linear combinations. But this follows inductively

by the observation that jt(b)(ξ̃ ¯ xs) = ξ̃ ¯ bξt−s ¯ xs for t > s.

2. This assertion follows by applying 1r to the Markov property of j̃.

3. Clear.

12.3.6 Remark. Considering B as a C∗–subalgebra of B(G) for some Hilbert space G

and doing the Stinespring construction for E as described in Example 4.1.9, we obtain the

results from [Bha99]. It is quite easy to see that the inner products of elements in Et (that

is for fixed t) coincide, when tensorized with elements in the initial space G, with the inner

products given in [Bha99]. We owe the reader to compute the inner products of elements

in k̃tEt ⊂ E and k̃sEs ⊂ E for t 6= s. Let xt ∈ Et and ys ∈ Es and assume without loss of

generality that s < t. We find

〈ξ̃ ¯ xt, ξ̃ ¯ ys〉 = 〈ξ̃ ¯ xt, ξ̃ ¯ ξ̃t−s ¯ ys〉 = 〈xt, ξ̃
t−s ¯ ys〉 = 〈xt, ξ

t−s ¯ ys〉.

(In the last step we made use of 1xt = xt and 1ξ̃t−s = ξt−s.) This shows in full correspon-

dence with [Bha99] that an element in Es has to be lifted to Et by “inserting a 1 at time

t”, before we can compare it with an element in Et. This lifting is done by tensorizing ξt−s.

As this operation is no longer an isometry, the second inductive limit breaks down in the

non-unital case. Cf. also Remark A.10.8.
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12.3.7 Example. Now we study in detail the most simple non-trivial example. We start

with the non-unital CP-semigroup Tt : z 7→ e−tz on C. Here the product system Et = C
consists of one-dimensional Hilbert spaces and the unit consists of the vectors ξt = e−

t
2 ∈ Et.

For the unitization we find it more convenient to consider C2 rather than C̃. The

mappings T̃t : C2 → C2 are given by T̃t

(
a
b

)
= b

(
1
U

)
+ (a − b)

(
e−t

0

)
. The first component

corresponds to the original copy of C, whereas the second component corresponds to C(1̃−
1).

We continue by writing down Ẽ and Ẽt, showing afterwards that these spaces are the

right ones. (To be precise we are dealing rather with their completions, but, this difference

is not too important.) We define the Hilbert C2–module Ẽ and its inner product by

Ẽ = L2(R−)⊕ CΩ̆ and
〈(

f
µ

)
,
(

g
ν

)〉
=

(
〈f,g〉
µν

)
.

The inner product already determines completely the right multiplication by elements of C2

to be the obvious one.

Let us define et ∈ L2(R−) by setting et(t) = χ[t,∞)(t)e
− t

2 . Observe that 〈et, et〉 = e−t.

We define the Hilbert C2–submodule Ẽt of Ẽ by Ẽt = L2(0, t)⊕ Cet ⊕ CΩ̆. (Observe that,

indeed, 〈L2(0, t), et〉 = {0}.) We turn Ẽt into a Hilbert C2–C2–module by defining the left

multiplication

(
a
b

)(
g
β
ν

)
= b

(
g
0
ν

)
+ a

(
0
β
0

)
.

We define the homomorphism j̃t : C2 → Ba(Ẽ) by, first, projecting down to the submodule

Ẽt, and then, applying the left multiplication of C2 on Ẽt ⊂ Ẽ. Clearly, the j̃t form a weak

Markov flow of T̃ .

Observe that also 〈L2(0, t), StL
2(R−)〉 = {0}. One easily checks that the mappings

(
f
µ

)
¯

(
g
β
ν

)
7−→

(
µg+e−

t
2 βStf

µν

)
and

(
f
α
µ

)
¯

(
g
β
ν

)
7−→

(
µg+e−

t
2 βStf

αβ
µν

)
(12.3.1)

define isomorphisms Ẽ ¯ Ẽt → Ẽ and Ẽs ¯ Ẽt → Ẽs+t, respectively. Remarkably enough,

no completion is necessary here.

It remains to show that Ẽ (and, similarly, also Ẽt) is generated by ξ̃ =
(

e0

1

)
and j̃T(C2).

But this is simple, as we have j̃0

(
0
1

)
ξ̃ = Ω̆ and

(
j̃t

(
1
0

) − j̃s

(
1
0

))
ξ̃ =

(χ[s,t]e0

0

)
for s < t.

Therefore, we obtain all functions which consist piecewise of arcs of the form e−
t
2 . Clearly,

these functions form a dense subspace of L2(R−). Until now we, tacitly, have assumed to

speak about Hilbert modules. It is, however, clear that the arcwise exponentials form an

algebraically invariant subset.

In this example we see in an extreme case that the product system of a non-conservative

CP-semigroup T may be blown up considerably, when changing to its unitization T̃ . Notice
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that the original one-dimensional product system of T is present in the middle component(
0
α
0

)
¯

(
0
β
0

)
=

(
0

αβ
0

)
in the factorization by (12.3.1). (Recall that

∥∥∥
(

0
β
0

)∥∥∥
2

= |β|2 e−t depends

on t.) Responsible for the blow up is the part ξ̂t1 of ξ̂t which lies in B. If T was already

unital, then this part is 0.

12.4 Weak Markov quasiflows

In this section study the structure of weak Markov quasiflows in an algebraic fashion, i.e.

to begin with we do not refer to a representation module. Other structures like a family of

conditional expectations ϕt = pt • pt can be reconstructed.

If we want to encode properties of a weak Markov flow, which are of an essentially spatial

nature, then we have to require that the GNS-representation of the conditional expectation

ϕ0 is suitably faithful. This leads to the notion of an essential weak Markov flow. Among

all such flows we are able to single out two universal objects, a maximal weak Markov flow,

which is realized by (Ba(E), j) as in Theorem 11.4.8, and a minimal weak Markov flow

being just the restriction (A∞ = alg jT(B), j) of (Ba(E), j).

12.4.1 Definition. Let (A, j) be a weak Markov quasiflow for a unital CP-semigroup T .

Let I be a subset of T . We setAI = alg jI(B). In particular, we setAt] = A[0,t], A[t = A[t,∞),

and A∞ = A[0,∞) = alg jT(B).

A morphism from a weak Markov quasiflow (A, j) of T to a weak Markov quasiflow (C, k)

of T is a contractive ∗–algebra homomorphism α : A → C fulfilling

α ◦ jt = kt for all t ∈ T.

α is an isomorphism, if it is also an isomorphism between pre–C∗–algebras (i.e. α is isometric

onto). The class consisting of weak Markov quasiflows and morphisms among them forms

a category.

The pt form an approximate unit for A∞. This shows, in particular, that A∞ is non-

unital, unless pt = 1 for some t ∈ T. In a faithful non-degenerate representation of A∞ the

pt converge to 1 strongly.

Of course, the main goal in constructing a weak Markov quasiflow is to recover Tt in

terms of jt. This is done by p0jt(b)p0 = j0(Tt(b)) and, naturally, leads to the requirement

that j0 should be injective. Nevertheless, as the following remark shows, there are interesting

examples of weak Markov quasiflows where j0 is not injective.

12.4.2 Remark. If j is a weak Markov quasiflow, then also the time shifted family js with

js
t = js+t for some fixed s ∈ T is a weak Markov quasiflow. The jt are, in general, far from

being injective. Of course, a trivial example is jt = 0 for all t.
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Now we are going to construct a univeral mapping T very similar to the correlation kernels

introduced in [AFL82]. We will see that T and j0 determine (A∞, j) completely. Moreover,

(A∞, j) always admits a faithful representation on a suitable pre-Hilbert j0(B)–module

Ej (closely related to E = Emin as constructed in Theorem 11.4.8). This quasiflow is

determined by j0 up to unitary equivalence.

12.4.3 Lemma. Denote by B =
⋃

n∈N0

(T×B)n the set of all finite tuples
(
(t1, b1), . . . , (tn, bn)

)

(n ∈ N) of pairs in T× B. Let V be a vector space and T : B→ V a mapping, fulfilling

T
(
(t1, b1), . . . , (s, a), (t, b), (s, c), . . . , (tn, bn)

)

= T
(
(t1, b1), . . . , (s, aTt−s(b)c), . . . , (tn, bn)

)
, (12.4.1)

whenever s ≤ t; a, b, c ∈ B, and

T
(
(t1, b1), . . . , (tk,1), . . . , (tn, bn)

)
= T

(
(t1, b1), . . . , (̂tk,1), . . . , (tn, bn)

)
, (12.4.2)

whenever tk−1 ≤ tk (1 < k), or tk+1 ≤ tk (k < n), or k = 1, or k = n.

Then T is determined uniquely by the values T
(
(0, b)

)
(b ∈ B). Moreover, the range of

T is contained in span T
(
(0,B)

)
.

Proof. In a tuple
(
(t1, b1), . . . , (tn, bn)

) ∈ B go to the position with maximal time tm.

By (12.4.1) we may reduce the length of this tuple by 2, possibly, after having inserted by

(12.4.2) a 1 at a suitable time in the neighbourhood of (tm, bm). This procedure may be

continued until the length is 1. If this is achieved, then we insert (0,1) on both sides and,

making again use of (12.4.1), we arrive at a tuple of the form
(
(0, b)

)
.

12.4.4 Corollary. Let (A, j) be a weak Markov quasiflow of a unital CP-semigroup T .

Then the mapping Tj, defined by setting

Tj

(
(t1, b1), . . . , (tn, bn)

)
= p0jt1(b1) . . . jtn(bn)p0,

is the unique mapping Tj : B→ j0(B), fullfilling (12.4.1), (12.4.2), and

Tj

(
(0, b)

)
= j0(b). (12.4.3)

12.4.5 Corollary. The mapping ϕ0 : a 7→ p0ap0 defines a conditional expectation A∞ →
A0.

12.4.6 Proposition. For all t ∈ T the mapping ϕt : a 7→ ptapt defines a conditional expec-

tation A∞ → At.



12.4. Weak Markov quasiflows 201

Proof. Consider the time shifted weak Markov quasiflow jt as in Remark 12.4.2. Since

jt
0 = jt, it follows by Corollary 12.4.5 that pt • pt defines a conditional expectation A[t →

jt(B).

Now consider a tuple in B and split it into subtuples which consist either totally of

elements at times ≤ t, or totally at times > t. At the ends of these tuples we may insert

pt, so that the elements at times > t are framed by pt. By the first part of the proof the

product over such a subtuple (including the surrounding pt’s) is an element of jt(B). The

remaining assertions follow by the fact that pt is a unit for At].

12.4.7 Theorem. There exists a unique mapping T : B −→ B, fullfilling (12.4.1), (12.4.2),

and T
(
(0, b)

)
= b for all b ∈ B. We call T the correlation kernel of T .

Proof. Suppose that j is a weak Markov flow. Then the mapping j−1
0 ◦ Tj has the desired

properties. Existence of a weak Markov flow has been settled in Theorem 11.4.8.

12.4.8 Corollary. Let j be a weak Markov quasiflow. Then Tj = j0 ◦ T.

12.4.9 Remark. The module E from Theorem 11.4.8 may be considered as the Kol-

mogorov decomposition of the positive definite kernel k : B× B→ B, defined by setting

k
((

(tn, bn), . . . , (t1, b1)
)
,
(
(sm, cm), . . . , (s1, c1)

))

= T
(
(t1, b

∗
1), . . . , (tn, b∗n), (sm, cm), . . . , (s1, c1)

)
.

More generally, if (A, j) is a weak Markov quasiflow, then the GNS-module Ej associated

with j (see Definition 12.4.10 below) is the Kolmogorov decomposition for the positive

definite kernel j0 ◦ k.

This interpretation throws a bridge to the reconstruction theorem in [AFL82] and the

original construction of the minimal weak Markov quasiflow in [BP94], where k is a usual

C–valued kernel on B×G (where G denotes a Hilbert space on which B is represented). Cf.

also [Acc78] and [Bel85].

12.4.10 Definition. Let (A, j) be a weak Markov quasiflow. Then by (Ej, ξj) we de-

note the GNS-representation of ϕ0 : A∞ → A0. We call Ej the GNS-module associated

with (A, j). Denote by αj : A∞ → Ba(Ej) the canonical homomorphism. Obviously,

αj : (A∞, j) → (αj(A∞), αj ◦j) is a morphism of weak Markov quasiflows. We call (αj(A∞),

αj ◦j) the minimal weak Markov quasiflow associated with (A, j) and we call (Ba(Ej), αj ◦j)

the maximal weak Markov quasiflow associated with (A, j).

If j0 is faithful, the we leave out ‘quasi’.
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It is natural to ask under which conditions the representation of A∞ on Ej is faithful or,

more generally, extends to a faithful (isometric) representation of A on Ej. In other words,

we ask under which conditions the pre-Hilbert A–B–module Ej is essential. The following

definition and proposition settle this problem.

12.4.11 Definition. A weak Markov quasiflow (A, j) is called essential, if the ideal I0 in

A∞ generated by p0 is an ideal also in A, and if I0 is essential in the C∗–completion of A
(i.e. for all a ∈ A we have that aI0 = {0} implies a = 0).

12.4.12 Proposition. Ej is an essential pre-Hilbert A–B–module, if and only if (A, j) is

essential. In this case the mapping a 7→ p0ap0 maps also A into A0 and, therefore, defines

a conditional expectation ϕ : A → A0.

Proof. We have span
(AA∞p0

)
= span

(A(A∞p0)p0

) ⊂ span
(AI0p0

)
= span

(
I0p0

)
=

A∞p0. Therefore, A∞p0 is a left ideal in A so that ϕ, indeed, takes values in A0. By con-

struction ϕ is bounded, hence, extends to A. (Observe that A0 is the range of a C∗–algebra

homomorphism and, therefore, complete.) Now our statement follows as in the proof of

Proposition 4.4.8.

If j is essential, then we identify A as a pre–C∗–subalgebra of Ba(Ej). In this case,

we write (A∞, j) and (Ba(Ej), j) for the minimal and the maximal weak Markov quasiflow

associated with (A, j), respectively. An essential weak Markov quasiflow (A, j) lies in be-

tween the minimal and the maximal essential weak Markov quasiflow associated with it, in

the sense that A∞ ⊂ A ⊂ Ba(Ej).

Proposition 12.4.12 does not mean that ϕ0 is faithful. By Proposition 4.4.7, ϕ0 is faithful,

if and only if p0 = pt = 1 .

The C∗–algebraic condition in Definition 12.4.11 seems to be out of place in our pre–

C∗–algebraic framework for the algebra A. In fact, we need it only in order to know that the

GNS-representation of A is isometric. This is necessary, if we want that the E0–semigroup

ϑ in Theorem 11.4.8 extends to the completion of Ba(E). Example 4.4.9 shows that the

C∗–algebraic version is, indeed, indispensable.

Notice that there exist interesting non-essential weak Markov quasiflows. For instance,

the Markov flow in Theorem 11.4.8 comming from a product system E¯ which is not the

GNS-system of T is, usually, non-essential.

12.4.13 Definition. For a (unital) C∗–algebra B we introduce the homomorphism category

h(B). The objects of h(B) are pairs (A, j) consisting of a C∗–algebra A and a surjective

homomorphism j : B → A. A morphism i : (A, j) → (C, k) in h(B) is a homomorphism



12.4. Weak Markov quasiflows 203

A → C, also denoted by i, such that i ◦ j = k. Clearly, such a morphism exists, if and only

if ker(j) ⊂ ker(k). If there exists a morphism, then it is unique.

In the sequel, by (E, j, ξ) we always mean the minimal weak Markov flow comming

from the GNS-dilation. Also the notions related to AI and ϕt refer to this minimal weak

Markov flow. (C, k) stands for an essential weak Markov quasiflow. CI and related notions

are defined similar to AI . (The flow k is not to be confused with the canonical mappings kt

in Section 11.4.)

12.4.14 Lemma. Let (C, k) be an essential weak Markov quasiflow of T . Furthermore,

denote by (Ĕk,1k) the GNS-construction of k0 : B → C0 = k0(B). Then Ek = E ¯
Ĕk and ξk = ξ ¯ 1k. Moreover, in this identification we have

kt(b) = jt(b)¯ id . (12.4.4)

Proof. Clearly, Ĕk = k0(B), when considered as a Hilbert B–k0(B)–module via bk0(b
′) :=

k0(bb
′) and 1k = k0(1). It follows that E ¯ Ĕk is just E equipped with the new C0–valued

inner product 〈x, x′〉k = k0(〈x, x′〉) divided by the kernel N of this inner product. ξ ¯ 1k is

just ξ + N.

Let x = jtn(bn) . . . jt1(b1)ξ and x′ = jt′m(b′m) . . . jt′1(b
′
1)ξ (ti, t

′
j ∈ T; bi, b

′
j ∈ B) be elements

in E. Then

〈x, x′〉 = T
(
(t1, b

∗
1), . . . , (tn, b

∗
n), (t′m, b′m) . . . , (t′1, b

′
1)

)
.

For y = ktn(bn) . . . kt1(b1)ξ
k and y′ = kt′m(b′m) . . . kt′1(b

′
1)ξ

k in Ek we find

〈y, y′〉 = Tk

(
(t1, b

∗
1), . . . , (tn, b

∗
n), (t′m, b′m) . . . , (t′1, b

′
1)

)
.

Therefore, by sending x¯1k to y we define a unitary mapping u : E¯ Ĕk → Ek. Essentially

the same computations show that the isomorphism Ba(E ¯ Ĕk) → Ba(Ek), a 7→ uau−1

respects (12.4.4).

12.4.15 Proposition. Let (C = Ba(Ek), k) and (C ′ = Ba(Ek′), k′) be two maximal weak

Markov quasiflows. Then there exists a morphism α : (C, k) → (C ′, k′), if and only if there

exists a morphism i : (C0, k0) → (C ′0, k′0). If i exists, then α is unique. In particular, (C, k)

and (C ′, k′) are isomorphic weak Markov quasiflows, if and only if (C0, k0) and (C ′0, k′0) are

isomorphic objects in h(B).

Proof. If i does not exist, then there does not exist a morphism α. So let us assume

that i exists. In this case we denote by (Ekk′ ,1kk′) the GNS-construction of i. One easily

checks that Ek ¯ Ekk′ = Ek′ and 1k ¯ 1kk′ = 1k′ . Thus, Ek′ = Ek ¯ Ekk′ . It follows that
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α : a 7→ a ¯ id defines a contractive homomorphism Ba(Ek) → Ba(Ek′). Clearly, we have

k′t(b) = kt(b)¯ id, so that α is a morphism of weak Markov quasiflows.

If i is an isomorphism, then we may construct Ek′k as the GNS-module of i−1. We find

Ek′ ¯ Ek′k = Ek ¯ Ekk′ ¯ Ek′k = Ek. This enables us to reverse the whole construction, so

that α is an isomorphism. The remaining statements are obvious.

12.4.16 Corollary. Let (C, k) be an arbitrary weak Markov quasiflow. Then the minimal

and maximal weak Markov quasiflows associated with (C, k) are determined up to isomor-

phism by the isomorphism class of (C0, k0) in h(B).

12.4.17 Corollary. Let (C0, k0) be an object in h(B). Then there exist a unique minimal

and a unique maximal weak Markov quasiflow extending k0.

Proof. Construct again the GNS-module Ek of k0 and set Ek = E ¯ Ek. Then, obvi-

ously, (12.4.4) defines a maximal weak Markov quasiflow (Ba(Ek), k) with a minimal weak

Markov quasiflow sitting inside. By the preceding corollary these weak Markov quasiflows

are unique.

The following theorem is proved by appropiate applications of the preceding results.

12.4.18 Theorem. The maximal weak Markov flow (Ba(E), j) is the unique universal ob-

ject in the category of maximal weak Markov quasiflows. In other words, if (C, k) is another

maximal weak Markov quasiflow, then there exists a unique morphism α : (Ba(E), j) →
(C, k).

The minimal weak Markov flow (A∞, j) is the unique universal object in the category of

all essential weak Markov quasiflows. In other words, if (C, k) is an essential weak Markov

quasiflow, then there exists a unique morphism α : (A∞, j) → (C, k). Moreover, if (C, k) is

minimal, then α is onto.

Let (C, k) be an essential weak Markov quasiflow. We could ask, whether the E0–semi-

group ϑ on Ba(E) gives rise to an E0–semigroup on Ba(Ek) (or at least to an e0–semigroup

on C∞). A necessary and sufficient condition is that the kernels of Tt should contain the

kernel of k0. (In this case, Tt gives rise to a completely positive mapping T k
t on k0(B).

Denote by Ĕk
t the GNS-module of T k

t . It is not difficult to see that Ek ¯ Ĕk
t carries a

faithful representation of the time shifted weak Markov quasiflow kt, and that the mapping

a 7→ a ¯ id sends the weak Markov quasiflow k on Ek to the weak Markov quasiflow kt

on Ek ¯ Ĕk
t . From this it follows that the time shift on C∞ is contractive.) However, the

following example shows that this condition need not be fufilled, even in the case, when B
is commutative, and when T is uniformly continuous.
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12.4.19 Example. Let B = C2. By setting Tt

(
z1
z2

)
= z1+z2

2

(
1
U

)
+ e−t z1−z2

2

(
1−1

)
we define a

unital CP-semigroup T . We define a homomorphism k : C2 → C, by setting k
(

z1
z2

)
= z1.

Then k
(
0
2

)
= 0, but k ◦ Tt

(
0
2

)
= 1− e−t 6= 0 (for t 6= 0).

12.5 Arveson’s spectral algebra and the Evans-Lewis

dilation

In [Arv90a, Arv89b] Arveson associates with a product system H ⊗̄ =
(
Ht

)
t∈R+

of Hilbert

spaces Ht the spectral C∗–algebra C∗(H ⊗̄ ). The spectral algebra may be understood in the

following way. Denote by L2(H ⊗̄ ) the direct integral over the family Ht with respect to the

Lebesgue measure on R+. For v ∈ L1(H ⊗̄ ) (i.e. the ‘function’ t 7→ v(t) ∈ Ht is measurable

in a suitable sense, and
∫ ‖v(t)‖ dt < ∞) define the ‘creation’ operator ̂̀∗(v) ∈ B(L2(H ⊗̄ )),

by setting

[̂̀∗(v)f ](t) =

∫ t

0

v(s)¯ f(t− s) ds

for all f ∈ L2(H ⊗̄ ). Then the C∗–algebra generated by ̂̀∗(L1(H ⊗̄ ))̂̀(L1(H ⊗̄ )) is the spectral

algebra. (Also here we follow the probabilists and physicists convention, and denote the

creator by ∗.) It is the goal of this section to propose a generalization to Hilbert modules.

This raises natural questions on the structure of the spectral algebras which have been

answered for Arveson systems, like nuclearity (Arveson [Arv90a]) or its K-theory (Zacharias

[Zac96]). The discrete version of the spectral algebra stems from an earlier (unbublished)

version of Bhat and Skeide [BS00]. At the end of this section we give a rough idea what a

‘continuous time’ version for Hilbert modules might be.

12.5.1 Remark. Considering a product system on the semigroup N0 equipped with the

counting measure instead of R+, we recover the usual full Fock space ̂̀2(H ⊗̄ ) = F(H1).

The creators ̂̀∗(v) are just the generalized creators (Definition 6.2.3) which play a crucial

role in the calculus on the full Fock module (Part IV). Specializing to functions v with

v(1) = v1 ∈ H1 and v(t) = 0 for t 6= 1, we find the usual creators `∗(v1). Of course, the

creator of the vacuum ̂̀∗(Ω) is the identity operator so that `∗(v1)̂̀(Ω) = `∗(v1). Therefore,

the spectral algebra may be considered as a continuous time analogue of the Cuntz algebra

[Cun77].

It should be clear what is the analogue of the spectral algebra for a product system E¯ of

Hilbert B–B–modules Et, acting as an algebra of operators on the ‘direct integral’ L2(E¯) of

the Hilbert modules Et. However, a direct integral, in particular, a direct integral of Hilbert

modules is connected with technical problems. Therefore, we start with a more algebraic
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version using direct sums rather than direct integrals, which works for arbitrary product

systems, and then see how it can be translated to continuous time, where we require a unit

fulfilling a certain measurability condition.

So let us equip T with the counting measure. Denote by `2(E¯) the direct sum over

all Et (i.e. the direct integral with respect to the counting measure). We consider the

elements of `2(E¯) as functions on T. Denote by `1(E¯) the set of all ‘functions’ v : t 7→
v(t) ∈ Et fulfilling

∑
t∈T
‖vt‖ < ∞. Define for each v ∈ `1(E¯) the generalized creator ̂̀∗(v) ∈

Ba(`2(E¯)), by setting

[̂̀∗(v)f ](t) =
∑

s : 0≤s≤t

v(s)¯ f(t− s)

for all f ∈ `2(E¯). We define the discrete spectral algebra C(E¯) associated with E¯ as

the pre–C∗–algebra generated by ̂̀∗(`1(E¯))̂̀(`1(E¯)). Unlike the continuous version, our

discrete version contains ̂̀∗(`1(E¯)) = ̂̀∗(`1(E¯))̂̀(ω) where ω = 1 ∈ B = E0 ⊂ `2(E¯).

`2(E¯) is a pre-Hilbert B–B–module so that we may identify B as a unital subalgebra of

Ba(`2(E¯)). Moreover, ϕ = 〈ω, •ω〉 defines a conditional expectation ϕ : Ba(`2(E¯)) → B.

Our next goal is to point out that the representation module `2(E¯) of the spectral

algebra plays a crucial role in the Evans-Lewis dilation theorem [EL77]. We do this by

rephrasing the original proof in terms of Hilbert modules. First, let us extend `2(E¯) to all

times t in R and in Z, respectively, (i.e. the Grothendieck group T̂ of T). We set Et = E0 = B
for t < 0 and define the pre-Hilbert B–B–module `̂2(E¯) =

⊕
t∈bT

Et.

We consider the C∗–algebra F∞(T̂,B) and the B–F∞(T̂,B)–module E
bT of all bounded

functions T̂→ B and x : t 7→ Et (t ∈ T̂), respectively. By setting

〈x, y〉(t) = 〈x(t), y(t)〉

we turn E
bT into a pre-Hilbert B–F∞(T̂,B)–module.

We set B̂ =
⊕
t∈bT
B and consider it as a pre-Hilbert F∞(T̂,B)–B–module in an obvious

manner. (The completion of B̂ is just the exterior tensor product B ⊗̄ `2(T̃) = `2(T̃,B).)

The time shift St (t ∈ T̂), defined by sending
(
bs

)
s∈bT to

(
bs+t

)
s∈bT defines a unitary group on

B̂. Of course, for T̂ = R this group is not continuous, neither uniformly continuous, nor in

a weak topology.

Clearly, we have E
bT ¯ B̂ = `̂2(E¯). Suppose ξ¯ is a unital unit for E¯. The family

ξ̂¯ =
(
ξ̂t

)
t∈bT with ξ̂t = ξt for t > 0 and ξ̂t = 1 otherwise, is a unit vector in E

bT. (This is not

to be confused with the several ξ̂ which appeared in Section 12.3.) Therefore, the mapping

ξ̂ ¯ id : B̂ → E
bT ¯ B̂ = `̂2(E¯) is an (adjointable) isometry.
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12.5.2 Observation. Let v : E → F be an adjointable isometry between pre-Hilbert mod-

ules. Then u 7→ vuv∗ + (1 − vv∗) defines a group homomorphism from the unitary group

U(Ba(E)) into the unitary group U(Ba(F )).

We obtain the discrete analogue of what [EL77, Theorem 13.1] asserts for a family of

completely positive mappings on B indexed by R in a pre-Hilbert module version.

12.5.3 Theorem. Let T be a unital CP-semigroup on a C∗–algebra B with GNS-system

E¯ and unital generating unit ξ¯ such that T ξ = T . Set Tt = id for t < 0. Then

ut = (ξ̂ ¯ id)St(ξ̂
∗ ¯ id) + (1− ξ̂ξ̂∗ ¯ id)

defines a unitary group on `̂2(E¯) such that 〈ξ̂0, utbu
∗
t ξ̂0〉 = Tt(b).

12.5.4 Remark. Let t ≥ 0. Then u−t maps elements of `̂2(E¯) which are 0 for s < 0 to

such elements which are 0 for s < t. If we apply an element of B, we do not change this.

Application of ut sends back the result to a family which vanishes for s < 0. In other words,

ut • u−t restricts to an E0–semigroup ϑ̂ on Ba(`2(E¯)). This semigroup sends the unit of B
to 1 so that also (`2(E¯), ϑ̂, i = id ¹ B, ξ̂0) is a unital dilation of T .

12.5.5 Remark. Notice that the submodule
⊕
t∈bT

Ĕt (with Ĕt = Ĕ0 = B for t < 0) of `̂2(E¯)

is the GNS-module of the completely positive mapping

T̂ : B −→ F∞(T̂,B), b 7−→ (
Tt(b)

)
t∈bT.

The mapping T̂ (and its Stinespring construction) and Observation 12.5.2 are also the

corner points of the original proof in [EL77]. In contrast with [EL77], where the semigroup

structure of the family T plays no role, we are able to describe precisely the space which is

generated by the time shift and B in terms of product systems. It is just `̂2(E¯) (when E¯

is the product system of the minimal dilation).

The idea of Observation 12.5.2 is to send a unitary on E to a unitary on vE ⊂ F , and

then to extend it by 1 on the orthogonal complement ker v∗ of vE. This shows that the

dilation in Theorem 12.5.3 has nothing to do with the ampliation of an operator on a factor

in a tensor product of Hilbert spaces (or modules) as explained in Sections 12.2 and 6.3. It

is not compatible with usual notions of filtration.

The discrete spectral algebra we constructed for arbitrary product systems. Without

further technical conditions it seems impossible to go beyond the counting measure. For

Theorem 12.5.3 we required a unit giving back T . (The construction of the dilation also

works for product systems, being bigger than the GNS-system.) If there is a (unital) unit,
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then we may embed all Et into the one-sided inductive limit E and, finally, we have the

possibility to pose easily meaurability conditions. (Cf. also the discussion of type II systems

in Section 15.2.)

Let us restrict to the case T = R+ and let us come back to the Lebesgue measure. In the

sequel, we speak always about Hilbert modules. We may construct L2(R+, E) (as analogue

of `2(R+, E)) and we want to identify the subspace of L2(R+, E) consisting of ‘functions’

f with f(t) ∈ Et almost surely (which would be the analogue of `2(E¯)). A ‘reasonable’

way to identify these elements is the requirement that the projection pt (lifted to L2(R+, E)

does not change II [0,t]f for all t ∈ R+. We denote this space by L2(E¯).

The easiest way to show that L2(E¯) contains many elements, is to construct them.

For instance, for any partition t ∈ P we define a projection pt on the right continuous step

functions Sr(R+, E) by setting pt(xII [s,t)) = pti−1
xII [s,t) for [s, t) ⊂ [ti−1, ti). The net

(
pt

)
of

projections is increasing over P and, therefore, converges to a projection p at least on the

strong closure L2,s(R+, E). We know neither, whether p leaves invariant L2(R+, E), nor,

whether its range contains L2(E¯). We expect that these questions have an affirmative

answer under the measurability condition that for all x ∈ E the function t 7→ ptx ∈ E

is (norm) measurable. Observe that this is a manifest condition on the unit, because it

is equivalent to the condition that the function s 7→ (ξsξ
∗
s ¯ idEt−s)xt is mesaurable for all

t ∈ T, xt ∈ Et.

The same type of questions has to be answered for the subspace L1(E¯) (the anlaogue of

`1(E¯) of L2(E¯) being defined in an analogue manner. For step functions v, f the operator

[̂̀∗(v)f
]
(t) =

∫ t

0

v(s)¯ f(t− s) ds

is perfectly well defined and sends step function in L1(E¯) and L2(E¯), respectively, to a

continuous function in L2(E¯). Obviously, ˜̀∗(v) is bounded on step functions. Moreover,

it has an adjoint, namely,

[̂̀(v)f
]
(t) =

∫ ∞

0

(v(s)∗ ¯ idEt)f(s + t) ds.

Thus, we may propose as a preliminary definition of spectral algebra to consider the C∗–alge-

bra generated by operators ̂̀∗(v)̂̀∗(v′) on the closure of the step functions in L2(E¯) to step

functions v, v′. We postpone the solution of the mentioned technical problems to future

work. This should also contain a ‘continuous time’ analogue of Theorem 12.5.3 and the

correct interpration of the representation space of the Evans-Lewis dilation as (the strong

closure of) the representation space of the spectral algebra.



Chapter 13

Type Ic product systems

After the “intermezzo” about semigroups we come back to type I product systems. Our

final goal in this chapter is to show that type Isc product systems of von Neumann modules

are time ordered Fock modules. This is the analogue of Arveson’s result that the type I

Arveson systems are symmetric Fock spaces [Arv89a]. We follow Barreto, Bhat, Liebscher

and Skeide [BBLS00].

In Section 13.1 we show that a type Ic product system is contained in a time ordered

product system, if it contains at least one (continuous) central unit. More precisely, we

show that existence of a central unit implies that the generator of the associated CPD-

semigroup has Christensen-Evans form (Theorem 13.1.2). This enables us to to give an

explicit embedding into a time ordered Fock module (Corollary 13.1.3). In Section 13.2 we

study the continuous endomorphisms of the time ordered Fock module (Theorem 13.2.1).

We find its projection morphisms (Corollary 13.2.5)and provide a necessary and sufficient

criterion for that a given set of (continuous) units is (strongly) totalizing (Theorem 13.2.7).

The basic idea (used by Bhat [Bha01] for a comparable purpose) is that a product system

of von Neumann modules is generated by a set of units, if and only if there is precisely

one projection endomorphism (namely, the idenity morphism), leaving the units of this set

invariant. In Section 13.3 we utilize the Christensen-Evans Lemma A.6.1 to show that the

GNS-system of a uniformly continuous CPD-semigroup has a central unit and, therefore,

is contained in a time ordered Fock module by Section 13.1. By Section 13.2 these units

generate a whole time ordered subsystem. We point out that the result by Christensen and

Evans is equivalent to show existence of a central unit in any type Iscn system.

In Sections 13.4 and 13.5 we provide suplementary material. We analyze the positivity

structure of contractive positive morphisms of general type Is product systems and of the

time ordered Fock module, and we show how the full information about a the GNS-system

of a CPD-semigroup can be put into a single CP-semigroup on a bigger algebra.

209
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13.1 Central units in type Ic product systems

In this section we show that type Ic product systems are contained in time ordered Fock

modules, if at least one of the continuous units is central. So let ω¯ be a central unit and

let ξ¯ be any other unit. Then

Uξ,ω
t (b) = 〈ξt, bωt〉 = 〈ξt, ωt〉b = Uξ,ω

t (1)b (13.1.1)

and

Uξ,ω
s+t(1) = Uξ,ω

t (Uξ,ω
s (1)) = Uξ,ω

t (1)Uξ,ω
s (1).

In other words, Uξ,ω(1) is a semigroup in B and determines Uξ,ω by (13.1.1). In particular,

Uω,ω(1) is a semigroup in CB(B). If ω¯ is continuous, then all Uω,ω
t (1) are invertible. Hence-

forth, we may assume without loss of generality that ω¯ is unital, i.e. T ω = id is the trivial

semigroup.

13.1.1 Lemma. Let ω¯ be a central unital unit and let ξ¯ be another unit for a product

system E¯ such that the CPD-semigroup U ¹ {ω¯, ξ¯} is uniformly continuous. Let β

denote the generator of the semigroup Uω,ξ(1) in B, i.e. Uω,ξ
t (1) = etβ, and let Lξ denote the

generator of the CP-semigroup T ξ on B. Then the mapping

b 7−→ Lξ(b)− bβ − β∗b (13.1.2)

is completely positive, i.e. Lξ is a CE-generator.

Proof. We consider the CP-semigroup U(2) =
(
U

(2)
t

)
t∈R+

on M2(B) with U
(2)
t =

(
Uω,ω

t

Uξ,ω
t

Uω,ξ
t

Uξ,ξ
t

)

whose generator is

L(2)

(
b11 b12

b21 b22

)
=

d

dt

∣∣∣∣
t=0

(
Uω,ω

t (b11) Uω,ξ
t (b12)

Uξ,ω
t (b21) Uξ,ξ

t (b22)

)
=

(
0 b12β

β∗b21 Lξ(b22)

)
.

By Theorem 5.4.7 and Lemma 5.4.6 L(2) is conditionally completely positive. Let Ai = ( 0
ai

0
ai
)

and Bi =
(
0
0
−bi
bi

)
. Then AiBi = 0, i.e.

∑
i

AiBi = 0, so that

0 ≤
∑
i,j

B∗
i L

(2)(A∗
i Aj)Bj =

∑
i,j

B∗
i

(
0 a∗i ajβ

β∗a∗i aj Lξ(a∗i aj)

)
Bj

=
∑
i,j

(
0 0

0 b∗i (Lξ(a∗i aj)− a∗i ajβ − β∗a∗i aj)bj

)
.

This means that (13.1.2) is completely positive.
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Now we show how the generator of CPD-semigroups (i.e. many units) in product systems

with a central unit boils down to the generator Lξ of a CP-semigroup (i.e. a single unit) as

in Lemma 13.1.1. Once again, we exploit Examples 1.7.7 and 4.2.12 as basic idea.

13.1.2 Theorem. Let E¯ be a product system with a subset S ⊂ U(E¯) of units and a

central (unital) unit ω¯ such that U ¹ S ∪ {ω¯} is a uniformly continuous CPD-semigroup.

Then the generator L of the (uniformly continuous) CPD-semigroup T = U ¹ S is a CE-

generator.

Proof. For ξ¯ ∈ S denote by βξ ∈ B the generator of the semigroup Uω,ξ(1) in B. We

claim as in Lemma 13.1.1 that the kernel L0 on S defined by setting

Lξ,ξ′
0 (b) = Lξ,ξ′(b)− bβξ′ − β∗ξ b

(for (ξ¯, ξ′¯) ∈ S × S) is completely positive definite, what shows the theorem. By Lemma

5.2.1(4) it is equivalent to show that the mapping L
(n)
0 on Mn(B) defined by setting

(
L

(n)
0 (B)

)
ij

= Lξi,ξj

(bij)− bijβξj − β∗ξibij

is completely positive for all choices of n ∈ N and ξi¯ ∈ S (i = 1, . . . , n).

First, observe that by Example 4.2.12 Mn(E¯) =
(
Mn(Et)

)
t∈T is a product system of

Mn(B)–Mn(B)–modules. Clearly, the diagonal matrices Ξt ∈ Mn(Et) with entries ξi
tδij form

a unit Ξ¯ for Mn(E¯). Moreover, the unit Ω¯ with entries δijω
¯ is central and unital. For

the units Ω¯ and Ξ¯ the assumptions of Lemma 13.1.1 are fulfilled. The generator β̂ of the

semigroup UΩ,Ξ(1) is the matrix with entries δijβξi . Now (13.1.2) gives us back L
(n)
0 which,

therefore, is completely positive.

13.1.3 Corollary. The GNS-system E¯ of T is embeddable into a time ordered product

system. More precisely, let (F, ζ) be the (completed) Kolmogorov decomposition for the

kernel L0 with the canonical mapping ζ : ξ¯ 7→ ζξ. Then

ξ¯ 7−→ ξ¯(βξ, ζξ)

extends as an isometric morphism E¯ → IΓ¯(F ).

Notice that (in the notations of Theorem 13.1.2) the preceding morphism may be ex-

tended to ESω
¯

where Sω = S ∪ {ω¯}, by sending ω¯ ∈ U(E¯) to ω¯ ∈ Uc(F ).

13.2 Morphisms of the time ordered Fock module

In the preceding section we found that, roughly speaking, type I product systems with a

central unit may be embedded into a time ordered Fock module. In this section we want
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to find criteria to decide, whether this Fock module is generated by such a subsystem. To

that goal, we study the endomorphisms of IΓ¯(F ).

After establishing the general form of (possibly unbounded, but adjointable) continuous

morphisms, we find very easily characterizations of isometric, coisometric, unitary, positive,

and projection morphisms. The generalizations of ideas from Bhat’s “cocycle computations”

in [Bha01] are straightforward. Contractivity requires slightly more work and, because we do

not need it, we postpone it to Section 13.4. Then we use the characterization of projection

morphisms to provide a criterion for checking, whether a set of (continuous) units is strongly

totalizing for a time ordered product system, or not.

Besides (11.1.3), the crucial property of a morphism is to consist of adjointable mappings.

Adjointability, checked on some total subset of vectors, assures well-definedness by Corollary

1.4.3. If w¯ is a morphism except that the wt are allowed to be unbounded, then we speak

of a possibly unbounded morphism.

Recall that a continuous morphism w¯ of time ordered Fock modules corresponds to a

transformation

ξ¯(β, ζ) 7−→ ξ¯(γw(β, ζ), ηw(β, ζ)) (13.2.1)

among sets of continuous units. We want to know which transformations of the parameter

space B × F of the continuous units define operators wt by extending (13.2.1) to vectors of

the form (11.2.3).

13.2.1 Theorem. Let F and F ′ be Hilbert B–B–modules. By setting

wtξt(β, ζ) = ξt

(
γ + β + 〈η, ζ〉 , η′ + aζ

)
(13.2.2)

we establish a one-to-one correspondence between possibly unbounded continuous morphisms

w¯ =
(
wt

)
t∈R+

from IΓUc¯(F ) to IΓUc¯(F ′) and matrices

Γ =

(
γ η∗

η′ a

)
∈ Ba,bil(B ⊕ F,B ⊕ F ′) =

(
CB(B) CB(F )∗

CB(F ′) Ba,bil(F, F ′)

)
.

Moreover, the adjoint of w¯ is given by the adjoint matrix Γ∗ =
(

γ∗
η

η′∗
a∗

)

Proof. From bilinearity and adjointability of wt we have
〈
ξt(β, ζ) , bξt

(
γw∗(β

′, ζ ′), ηw∗(β
′, ζ ′)

)〉
=

〈
ξt

(
γw(β, ζ), ηw(β, ζ)

)
, bξt(β

′, ζ ′)
〉

(13.2.3)

for all t ∈ R+, β, β′ ∈ B, ζ ∈ F , ζ ′ ∈ F ′ or, equivalently, by differentiating at t = 0 and

(7.4.1)

〈
ζ, bηw∗(β

′, ζ ′)
〉

+ bγw∗(β
′, ζ ′) + β∗b =

〈
ηw(β, ζ), bζ ′

〉
+ bβ′ + γw(β, ζ)∗b. (13.2.4)
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It is easy to check that validity of (13.2.2) implies (13.2.4) and, henceforth, (13.2.3). There-

fore, (13.2.2) defines a unique adjointable bilinear operator ŵt from the bimodule generated

by all ξt(β, ζ) (β ∈ B, ζ ∈ F ) (i.e. the Kolmogorov decomposition of Ut ¹ Uc(F )) into

IΓUc
t (F ′). It is clear that (as in the proof of Proposition 13.4.2) the ŵt define an operator on

IΓUc
t (F ) via Proposition A.10.3, that this operator is the extension of (13.2.2) to vectors of

the form (11.2.3), and that the operators fulfill (11.1.3). We put w0 = idB, and the wt form

a morphism.

It remains to show that (13.2.2) is also a necessary condition on the form of the functions

γw : B × F → B and ηw : B × F → F ′. Putting ζ = 0, ζ ′ = 0 in (13.2.4), we find

bγw∗(β
′, 0) + β∗b = bβ′ + γw(β, 0)∗b. (13.2.5)

Putting also β = β′ = 0 and b = 1, we find γw∗(0, 0)∗ = γw(0, 0). We denote this element of

B by γ. Reinserting arbitrary b ∈ B, we find that γ ∈ CB(B). Reinserting arbitrary β ∈ B,

we find γw(β, 0) = γ + β and, similarly, γw∗(β
′, 0) = γ∗ + β′.

Putting in 13.2.4 ζ = 0, inserting γw(β, 0)∗ and subtracting β∗b, we obtain

bγw∗(β
′, ζ ′) =

〈
ηw(β, 0), bζ ′

〉
+ bβ′ + γ∗b =

〈
ηw(β, 0), bζ ′

〉
+ bγw∗(β

′, 0)

(recall that γ commutes with b), or

bγw∗(β
′, ζ ′)− bγw∗(β

′, 0) =
〈
ηw(β, 0), bζ ′

〉
. (13.2.6)

We obtain a lot of information. Firstly, the left-hand side and the right-hand side cannot

depend on β′ and β, respectively. Therefore, ηw(β, 0) = ηw(0, 0) which we denote by η′ ∈ F ′.

Secondly, we put b = 1 and multiply again with an arbitrary b ∈ B from the right. Together

with the original version of (13.2.6) we obtain that η′ ∈ CB(F ′). Finally, with b = 1 we

obtain γw∗(β
′, ζ ′) = γ∗ + β′ + 〈η′, ζ ′〉. A similar computation starting from ζ ′ = 0, yields

ηw∗(β
′, 0) = ηw∗(0, 0) = η for some η ∈ CB(F ) and γw(β, ζ) = γ + β + 〈η, ζ〉.

Inserting the concrete form of γw(∗) into (13.2.4) and subtracting γ∗b + bβ′ + β∗b =

bγ∗ + bβ′ + β∗b, we obtain

〈
ζ, bηw∗(β

′, ζ ′)
〉

+ b〈η′, ζ ′〉 =
〈
ηw(β, ζ), bζ ′

〉
+ 〈ζ, η〉b. (13.2.7)

Again, we conclude that ηw∗(β
′, ζ ′) = ηw∗(0, ζ

′) and ηw(β, ζ) = ηw(0, ζ) cannot depend on β′

and β, respectively. Putting b = 1, we find
〈
ζ , ηw∗(0, ζ

′)−η
〉

=
〈
ηw(0, ζ)−η′ , ζ ′

〉
. It follows

that the mapping a : ζ 7→ ηw(0, ζ)−η′ has an adjoint, namely, a∗ : ζ ′ 7→ ηw∗(0, ζ
′)−η. Since F

and F ′ are complete, a is an element of Ba(F, F ′). Inserting a and a∗ in (13.2.7), and taking

into account that η and η′ are central, we find that a ∈ Ba,bil(F, F ′), and ηw(β, ζ) = η′ + aζ

and ηw∗(β
′, ζ ′) = η + a∗ζ ′ as desired.
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13.2.2 Corollary. A (possibly unbounded) continuous endomorphism w¯ of IΓUc¯(F ) is

self-adjoint, if and only if Γ is self-adjoint.

Of course, the correspondence is not functorial in the sense that ww′¯ =
(
wtw

′
t

)
t∈R+

is

not given by ΓΓ′. However, we easily check the following.

13.2.3 Corollary. Let w¯ be a morphism with matrix Γ. Then




1 0 0

γ 1 η∗

η′ 0 a







1

β

ζ


 =




1

γw(β, ζ)

ζw(β, ζ)


 and the mapping w¯ 7−→ Γ̂ =




1 0 0

γ 1 η∗

η′ 0 a




is functorial in the sense that Γ̂′′ = Γ̂Γ̂′ for w′′¯ = ww′¯.

13.2.4 Corollary. The continuous morphism w¯ with the matrix Γ =
(γ

η′
η∗
a

)
is isometric,

if and only if a is isometric, η = a∗η′ (η′ ∈ CB(F ′)) and γ = ih− 〈η′,η′〉
2

(h = h∗ ∈ CB(B)).

It is coisometric, if and only if a is coisometric, η′ = aη (η ∈ CB(F )) and γ = ih − 〈η,η〉
2

(h = h∗ ∈ CB(B)). It is unitary (i.e. an isomorphism), if and only if a is unitary, η′ = aη

(η ∈ CB(F )) and γ = ih − 〈η,η〉
2

(h = h∗ ∈ CB(B)) or, equivalenty, if a is unitary, η = a∗η′

(η′ ∈ CB(F ′)) and γ = ih− 〈η′,η′〉
2

(h = h∗ ∈ CB(B)).

The form of these conditions reminds us very much of the form of the corresponding

conditions for solutions of quantum stochastic differential equations; see e.g. Section 16.5.

By Theorem 11.6.1 and Example 11.5.2 the morphisms correspond to cocycles, too. These

cocycles are, however, local which means that the corresponding cocycle perturbation of the

time shift does not change any CP-semigroup T ξ for any ξ¯.

After the characterizations of isomorphisms we come to projections. Of course, a pro-

jection endomorphism must be self-adjoint and so must be its matrix.

13.2.5 Corollary. A continuous endomorphism w¯ of IΓUc¯(F ) is a projection morphism,

if and only if its matrix Γ has the form

Γ =

(
−〈η, η〉 η∗

η p

)

where p is a projection in Ba,bil(F ), and η ∈ (1− p)CB(F ).

Since a continuous morphism of a product system IΓ¯(F ) or IΓs¯(F ) (or between such)

sends continuous units to continuous units, it restricts to a morphism of IΓUc¯(F ) (or be-

tween such). Therefore, all characterizations extend to the case of Hilbert modules and the

case of von Neumann modules.
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Now we characterize strongly totalizing sets of continuous units for time ordered prod-

uct systems of von Neumann modules. The idea is that, if a set of units is not strongly

totalizing, then by Observation 11.1.2 there exists a non-trivial projection morphism onto

the subsystem generated by these units. In order to apply our methods we need to know

that this morphism is continuous.

13.2.6 Lemma. Let p¯ be a projection morphism leaving invariant a non-empty continuous

subset S ⊂ Uc(F ) of units for IΓs¯(F ) (ı.e. pξ¯ = ξ¯ for all ξ¯ ∈ S). Then p¯ is continuous.

Proof. By Lemma 7.4.1(2), the B–weak closure (therefore, a fortiori the strong closure) of

what a single continuous unit ξ¯(β, ζ) ∈ S generates in a time ordered system contains the

unital unit ξ¯
(− 〈ζ,ζ〉

2
, ζ

)
. Therefore, we may assume that S contains a unital unit ξ¯. Now

let ξ′¯ be an arbitrary unit in Uc(F ). Then the function t 7→ 〈ξt, ptξ
′
t〉 = 〈ptξt, ξ

′
t〉 = 〈ξt, ξ

′
t〉

is continuous. Moreover, we have

〈ptξ
′
t, ptξ

′
t〉 − 〈ξt, ξt〉 = 〈ξ′t − ξt, ptξ

′
t〉+ 〈ξt, pt(ξ

′
t − ξt)〉 → 0

for t → 0. From this it follows as, for instance, in (11.6.1) that also the function t 7→
〈ptξ

′
t, ptξ

′
t〉 is continuous. By Lemma 11.6.6 also the unit pξ′¯ is continuous. As ξ′¯ was

arbitrary, p¯ is continuous.

13.2.7 Theorem. Let F be a von Neumann B–B–module and let S ⊂ Uc(F ) be a contin-

uous subset of units for IΓs¯(F ). Then S is strongly totalizing, if and only if the B–B–

submodule

F0 =
{ n∑

i=1

aiζibi

∣∣ n ∈ N ; ζi ∈ SF ; ai, bi ∈ B :
n∑

i=1

aibi = 0
}

(13.2.8)

of F is strongly dense in F , where SF =
{
ζ ∈ F | ∃ β ∈ B : ξ¯(β, ζ) ∈ S

}
.

Proof. Denote by IΓS¯ the strong closure of the product subsystem of IΓs¯(F ) generated

by the units in S. We define another B–B–submodule

F 0 =
{ n∑

i=1

aiζibi

∣∣ n ∈ N ; ζi ∈ SF ; ai, bi ∈ B
}

of F . We have F ⊃ F 0
s ⊃ F0

s
. Denote by p0 and p0 in Ba,bil(F ) the projections onto

F0
s

and F 0
s
, respectively. (Since F0

s
and F 0

s
are complementary by Theorem 3.2.11 and

Proposition 1.5.9, the projections exist, and since F0
s

and F 0
s

are B–B–submodules, by

Observation 1.6.4 the projections are bilinear.) We have to distinguish three cases.

(i) F 6= F 0
s
. In this case p0 6= 1 and the matrix

(
0
0

0
p0

)
defines a non-trivial projection

morphism leaving IΓS¯ invariant.
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(ii) F = F 0
s 6= F0

s
. Set q = 1− p0. We may rewrite an arbitrary element of F 0 as

n∑
i=1

aiζibi =
n∑

i=1

(aiζi − ζiai)bi +
n∑

i=1

(ζiai − ζai)bi + ζ

n∑
i=1

aibi,

where ζ ∈ SF is arbitrary. We find q
n∑

i=1

aiζibi = qζ
n∑

i=1

aibi. Putting ai = bi = 1δik, we

see that the element η = qζ cannot depend on ζ. Varrying ak = b for ζk = ζ, we see that

bη = ηb, i.e. η ∈ CB(F ). Finally, p0 6= 1 and η 6= 0. Hence, the matrix
(−〈η,η〉

η
η∗
p0

)
defines a

non-trivial projection morphism leaving IΓS¯ invariant.

(iii) F = F 0
s

= F0
s
. Consider the projection morphism with matrix

(−〈η,η〉
η

η∗
p

)
and

suppose that it leaves IΓS¯ invariant. Then ζ = η + pζ for all ζ ∈ SF . Since η is in the

center, an element in F0 written as in (13.2.8) does not change, if we replace ζi with pζi. It

follows pF = pF0
s

= F0
s

= F , whence p = 1 and η = (1 − p)η = 0. Therefore, the only

(continuous) projection morphism leaving IΓS¯ invariant is the identity morphism.

13.2.8 Corollary. A single unit ξ¯(β, ζ) is totalizing for IΓs¯(F ), if and only if F =

spans{(bζ − ζb)b′ : b, b′ ∈ B}.

13.2.9 Remark. In the case where B = B(G) for some separable Hilbert space G we have

F = B(G,G ⊗̄H) where H ∼= id⊗H = CB(F ) is the center of F and ζ =
∑
n

bn⊗ en for some

ONB
(
en

)
n∈N

(N a subset of N) and bi ∈ B such that
∑
n

b∗nbn < ∞. The condition stated in

Bhat [Bha01], which, therefore, should be equivalent to our cyclicity condition in Corollary

13.2.8, asserts that the set {1, b1, b2, . . . } should be linearly independent in a certain sense

(stronger than usual linear independence).

13.2.10 Example. It is an easy exercise to check that the inner derivation to the vector

ξ in the von Neumann module B(G,G ⊗̄ G) from Example 4.4.13 generates it as a von

Neumann module, if and only if G is infinite-dimensional.

13.2.11 Observation. We see explicitly that the property of the set S to be totalizing or

not is totally independent of the parameters β of the units ξ¯(β, ζ) in S. Of course, we

knew this before from the proof of Lemma 13.2.6.

13.2.12 Remark. We may rephrase Step (ii) as F 0
s
= F0

s⊕qB for some central projection

in q ∈ B such that qB is the strongly closed ideal in B generated by 〈η, η〉. By the same

argument as in Step (iii) we obtain the most important consequence.
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13.2.13 Corollary. The mapping

ξ¯(β, ζ) 7−→ ξ¯
(
β + 〈η,η〉

2
, ζ − η

)

(which by (7.4.1) is isometric) extends as an isomorphism from the subsystem of IΓs¯(F )

generated by S onto IΓs¯(F0
s
). In other words, each strongly closed product subsystem of

the time ordered product system IΓs¯(F ) of von Neumann modules generated by a subset

S ⊂ Uc(F ) of continuous units, is a time ordered product system of von Neumann modules

over a von Neumann submodule of F .

13.2.14 Remark. If S contains a unit ξ¯(β0, ζ0) with ζ0 = 0 (in other words, as for

the condition in Theorem 13.2.7 we may forget about β0, if S contains the vacuum unit

ω¯ = ξ¯(0, 0)), then F0 = F 0. (Any value of
n∑

i=1

aibi may compensated in
n∑

i=0

aibi by a suit-

able choice of a0, b0, because a0ζ0b0 does not contribute to the sum
n∑

i=0

aiζibi.) We recover

Theorem 7.4.3.

13.3 Type Is
cn product systems

13.3.1 Theorem. Let T =
(
Tt

)
t∈R+

be a normal uniformly continuous CP-semigroup on a

von Neumann algebra B. Let F , ζ ∈ F , and β ∈ B be as in Theorem A.6.3 (by [CE79]), i.e.

F is a von Neumann B–B–module such that F = spans{(bζ−ζb)b′ : b, b′ ∈ B} and T (β,ζ) = T .

Then the strong closure of the GNS-system of T is (up to isomorphism) IΓs¯(F ) and the

generating unit is ξ¯(β, ζ). Here F and ξ¯(β, ζ) are determined up to unitary isomorphism.

Proof. This is a direct consequence of Theorem A.6.3 and Corollary 13.2.8 of Theorem

13.2.7.

Proof of Theorem 5.4.14. By Theorem 13.3.1 the subsystem of the GNS-system gener-

ated by a single unit in S has a central (continuous) unit. By Theorem 13.1.2 the generator

of T is a CE-generator. The uniqueness statement follows as in Corollary 13.2.13 from the

construction of the module F0
s
.

13.3.2 Theorem. Type Is
cn product systems are time ordered product systems of von Neu-

mann modules.

Proof. By Theorem 5.4.14 (and Corollary 13.1.3) a type Iscn product system is contained

in a time ordered product system. By Corollary 13.2.13 it is all of a time ordered product

system.
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13.3.3 Corollary. The (strong closure of the) GNS-system of a uniformly continuous nor-

mal CPD-semigroup is a time ordered product system of von Neumann modules.

• • •

Extensions. Section 13.1 works for Hilbert modules F (even for pre-Hilbert modules, but

honestly speaking, it is not reasonable to do so, because the construction of sufficiently many

units in a time ordered Fock modules involves norm limits). Also the analysis of continuous

morphisms in Section 13.2 works for Hilbert modules. In the proof of Theorem 13.2.7 we

need projections onto submodules in two different places. Firstly, we need the projections

onto the submodules F0
s

and F 0
s

of F . Secondly, if S is not strongly totalizing, then there

should exists projections onto the members of the subsystem strongly generated by S.

For both it is sufficient that F is a right von Neumann module (the left action of B need

not be normal). Then the projections onto F0
s

and F 0
s
, clearly, exist. But, also for the

second condition we simply may pass to the strong closure of the members of the product

systems. (For this it is sufficient that B is a von Neumann algebra. By Proposition 3.1.5

left multiplication by b ∈ B is strongly continuous as operation on the module. It just

may happen that left multiplication is not strongly continuous as mapping b 7→ bx.) This

even shows that IΓ¯(F ) and IΓs¯(F ) have the same continuous morphisms (in particular,

projection morphisms), as soon as F is a right von Neumann module (of course, still a

Hilbert B–B–module), because any continuous morphism leaves invariant the continuous

units and whatever is generated by them in whatever topology.

As Lemma A.6.1 does not need normality, Theorem 13.3.1 remains true for uniformly

continuous CP-semigroups (still on a von Neumann algebra). We find Theorem 5.4.14 for

uniformly continuous CPD-semigroups. Consequently, Theorem 13.3.2 remains true for type

Isc product systems of (right) von Neumann modules and Corollary 13.3.3 remains true for

uniformly continuous CPD-semigroups on von Neumann algebras.

Finally, all results can be extended in the usual way to the case when B is a (unital)

C∗–algebra, by passing to the bidual B∗∗. We obtain then the weaker statements that

the type Ic product systems and GNS-systems of uniformly continuous CPD-semigroups

are strongly dense subsystems of product systems of von Neumann modules associated with

time ordered Fock modules. Like in the case of the CE-generator, we can no longer guarantee

that the inner products of the canonical units ξ¯ and the βξ are in B.

• • •

Resumé. Notice that Theorem 13.3.1 is the first and the only time where we use the results

by Christensen and Evans [CE79] quoted in Appendix A.6 (in particular, Lemma A.6.1).
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In Sections 13.1 and 13.2 we reduced the proof of Theorem 13.3.2 to the problem to show

existence of a central unit among the (continuous) units of a type Iscn product system. In

fact, Lemma 13.1.1 together with Corollary 13.2.13 shows that existence of a central unit is

equivalent to Lemma A.6.1. With our methods we are also able to conclude back from the

form (5.4.3) of a generator to Lemma A.6.1, a result which seems not to be accessible by

the methods in [CE79].

If we are able to show existence of a central unit directly, then we will not only provide a

new proof of the results by Christensen and Evans [CE79] but also of the result that bounded

derivations on von Neumann algebras are inner. We do not yet have concrete results into

that direction. We hope, however, that a proof, if possible, could avoid a subdivision of the

argument into the three types of von Neumann algebras.

We remark that the methods from Section 13.1 should work to some extent also for

unbounded generators. More precisely, if E¯ is a product system with a central unital

unit ω¯ such that the semigroups Uξ,ω in B have a reasonable generator (not in B, but for

instance, a closed operator on G, when B ⊂ B(G)), then this should be sufficient to split

of a (possibly unbounded) completely positive part from the generator. As Example 7.3.7

shows, it is far from being clear what a “GNS-construction” for such unbounded completely

positive mappings could look like. Nevertheless, the splitting of the generator alone, so far

a postulated property in literature, would constitute a considerable improvement.

13.4 Appendix: Morphisms and order

The goal of this section is to establish the analogue of Theorem 5.3.3 for the (strong closure

of the) GNS-system of a (normal) CPD-semigroup T in KS(B) for some von Neumann

algebra B. It is a straightforward generalization of the result for CP-semigroups obtained

in Bhat and Skeide [BS00] and asserts that the set of CPD-semigroups dominated by T is

order isomorphic to the set of positive contractive morphisms of its GNS-system. Then we

investigate this order structure for the time ordered Fock module with the methods from

Section 13.2.

13.4.1 Definition. Let T be a CPD-semigroup in KS(B). By DT we denote the set of CPD-

semigroups S in KS(B) dominated by T, i.e. St ∈ DTt for all t ∈ T, which we indicate by

T ≥ S. If we restrict to normal CPD-semigroups, then we write Kn
S(B) and Dn

T, respectively.

Obviously, ≥ defines partial order among the CPD-semigroups.

13.4.2 Proposition. Let T ≥ S be two CPD-semigroups in KS(B). Then there exists a

unique contractive morphism v¯ =
(
vt

)
t∈T from the GNS-system E¯ of T to the GNS-system
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F¯ of S, fulfilling vtξ
σ
t = ζσ

t for all σ ∈ S.

Morever, if all vt have an adjoint, then w¯ =
(
v∗t vt

)
t∈T is the unique positive, contractive

endomorphism of E¯ fulfilling Sσ,σ′
t (b) = 〈ξσ

t , wtbξ
σ′
t 〉 for all σ, σ′ ∈ S, t ∈ T and b ∈ B.

Proof. This is a combination of the construction in the proof of Lemma 5.3.2 (which asserts

that there is a family of contractions v̆t from the Kolmogorov decomposition Ĕt of Tt to the

Kolmogorov decomposition F̆t of St) and arguments like in Section 11.3. More precisely,

denoting by βT
ts, i

T
t and βS

ts , i
S
t the mediating mappings and the canonical embeddings for

the two-sided inductive limit for the CPD-semigroups T and S, respectively, we have to

show that the mappings iSt v̆tĔt → Ft, where vt = v̆tn ¯ . . .¯ v̆t1 (t ∈ Jt), define a mapping

vt : Et → Ft via Proposition A.10.3 (obviously, contractive and bilinear). From

v̆s ¯ v̆t = v̆s`t (13.4.1)

we conclude βS
ts v̆s = v̆tβ

T
ts. Applying iSt to both sides the statement follows. Again from

(13.4.1) (and Remark 11.3.6) we find that vs ¯ vt = vs+t. Clearly, v¯ is unique, because we

know the values on a totalizing set of units. The statements about w¯ are now obvious.

13.4.3 Theorem. Let E¯s

=
(
Et

)
t∈T be a product system of von Neumann B–B–modules

Et, and let S ⊂ U(E¯s

) be a subset of units for E¯s

. Then the mapping O : w¯ 7→ Sw

defined by setting

(Sξ,ξ′
w )t(b) = 〈ξt, wtbξ

′
t〉

for all t ∈ T, ξ, ξ′ ∈ S, b ∈ B, establishes an order morphism from the set of contractive,

positive morphisms of E¯s

(equipped with pointwise order) onto the set Dn
T of normal CPD-

semigroups S dominated by T = U ¹ S. It is an order isomorphism, if and only if ES¯s

=

E¯s

.

Proof. If ES¯s

6= E¯s

, then O is not one-to-one, because the identity morphism wt = idEt

and the morhism p =
(
pt

)
t∈T of projections pt onto ES

t

s
are different morphisms giving

the same CPD-semigroup T. On the other hand, any morphism w¯ for ES¯s

extends

to a morphism composed of mappings wtpt of E¯s

giving the same Schur semigroup Sw.

Therefore, we are done, if we show the statement for ES¯s

= E¯s

.

So let us assume that S is totalizing. Then O is one-to-one. It is also order preserving,

because w¯ ≥ w′¯ implies

(Sξ,ξ′
w )t(b)− (Sξ,ξ′

w′ )t(b) = 〈ξt, (wt − w′
t)bξ

′
t〉 = 〈

√
wt − w′

tξt, b
√

wt − w′
tξ
′
t〉 (13.4.2)

so that (Sw)t ≥ (Sw′)t in KS(B). By obvious extension of Proposition 13.4.2 to von Neu-

mann modules, which guarantees existence of v∗t , we see that O is onto. Now let T ≥ S ≥ S′
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with morhisms w¯ = O−1(S) and w′¯ = O−1(S′) and construct vt ∈ Ba,bil(E
s

t , F
s

t),

v′t ∈ Ba,bil(E
s

t , F
′s
t), and ut ∈ Ba,bil(F t, F ′s

t), for the pairs T ≥ S, T ≥ S′, and S ≥ S′,

respectively, as in Proposition 13.4.2 and extension to the strong closures. Then by unique-

ness we have v′t = utvt. It follows wt − w′
t = v∗t (1 − u∗t ut)vt ≥ 0. This shows that also

O−1 respects the order and, therefore, is an order isomorphism. (Observe that for the last

conclusion (13.4.2) is not sufficient, because the vectors bξtb
′ (ξ¯ ∈ S; b, b′ ∈ B) do not span

Et.)

Observe that this result remains true, if we require that the morphisms respect some

subset of units like, for instance, the continuous units in the time ordered Fock module. We

investigate now the order structure of the set of (possibily unbounded) positive continuous

morphisms on IΓUc¯(F ). We will see that it is mirrored by the positivity structure of the

corresponding matrices Γ ∈ Ba,bil(B ⊕ F ) where F is an arbitrary Hilbert B–B–module.

Recalling that by Lemma 1.5.2 positive contractions are dominated by 1, we find a sim-

ple criterion for contractive positive morphisms as those whose matrix Γ is dominated (in

Ba,bil(F )) by the matrix Γ = (0
0

0
1) of the identity morphism.

13.4.4 Lemma. A (possibly unbounded) continuous endomorphism w¯ of IΓUc¯(F ) with

the matrix Γ = (γ
η

η∗
a ) is positive, if and only if it is self-adjoint and a is positive.

Proof. w¯ is certainly positive, if it is possible to write it as a square of a self-adjoint

morphism with matrix ∆̂ =
(

1
δ
χ

0
1
0

0
χ∗
c

)
say (δ and c self-adjoint). In other words, we must

have




1 0 0

γ 1 η∗

η 0 a


 =




1 0 0

δ 1 χ∗

χ 0 c







1 0 0

δ 1 χ∗

χ 0 c


 =




1 0 0

2δ + 〈χ, χ〉 1 χ∗ + (cχ)∗

χ + cχ 0 c2


 .

This equation can easily be resolved, if a ≥ 0. We put c =
√

a. Since c ≥ 0 we have

1 + c ≥ 1 so that 1 + c is invertible. We put χ = (1 + c)−1η. Finally, we set δ = γ−〈χ,χ〉
2

(= δ∗). Then ∆̂ determines a self-adjoint endomorphism whose square is w¯.

On the other hand, if w¯ is positive, then Γ is self-adjoint and the generator Lw of the

CPD-semigroup Sw is conditionally completely positive definite. For Lw we find (rewritten

conveniently)

L(β,ζ),(β′,ζ′)
w (b) = 〈ζ, baζ ′〉+ b

(〈η, ζ ′〉+ β′ + γ
2

)
+

(〈ζ, η〉+ β∗ + γ
2

)
b.

For each ζ ∈ F we choose β ∈ B such that 〈ζ, η〉+β∗+ γ
2

= 0. Then it follows as in Remark

13.2.14 (ζ = 0 ∈ F ) that the kernel b 7→ 〈ζ, baζ ′〉 on F is not only conditionally completely

positive definite, but completely positive definite. This implies that a ≥ 0.
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13.4.5 Remark. By applying the lemma to the endomorhism with matrix ∆̂, we see that

it is positive, too.

13.4.6 Lemma. For two self-adjoint possibly unbounded morphisms w¯ and v¯ with ma-

trices Γ = (γ
η

η∗
a ) and ∆ =

(
δ
χ

χ∗
c

)
, respectively, we have w¯ ≥ v¯, if and only if Γ ≥ ∆ in

Ba,bil(B ⊕ F ).

Proof. By Theorem 13.4.3 and Lemma 5.4.12 we have w¯ ≥ v¯, if and only if Sw ≥ Sv, if

and only if Lw ≥ Lv. By Equations (13.2.2) and (13.2.4) we see that in the last infinitesmal

form Lw − Lv, only the difference Γ −∆ enters. Furthermore, evaluating the difference of

these kernels at concrete elements ξ¯(β, ζ), ξ¯(β′, ζ ′), the β, β′ do not contribute. Therefore,

it is sufficient to show the statement in the case when ∆ = 0, i.e. w¯ dominates (or not)

the morphism v¯ which just projects onto the vacuum, and to check completely positive

definiteness only against exponential units. We find

∑
i,j

b∗i (Lw−Lv)
(0,ζi),(0,ζj)(a∗i aj)bj =

∑
i,j

b∗i
(
〈ζi, a

∗
i ajaζj〉+〈ζi, a

∗
i ajη〉+a∗i aj〈η, ζj〉+a∗i ajγ

)
bj

=
∑
i,j

〈aiζibi, aajζjbj〉+ 〈aiζibi, η〉ajbj + (aibi)
∗〈η, ajζjbj〉+ (aibi)

∗γajbj = 〈Z, ΓZ〉,

where Z =
∑
i

(aibi, aiζibi) ∈ B ⊕ F . Elements of the form Z do, in general, not range over

all of B ⊕ F . However, to check positivity of Γ with (ζ, β) ∈ B ⊕ F we choose ζ1 = λζ,

ζ2 = 0, a1 = a2 = 1, and b1 = 1
λ
, b2 = β. Then Z → (β, ζ) for λ → ∞. This means that

Lw − Lv ≥ 0, if and only if Γ(= Γ−∆) ≥ 0.

13.4.7 Corollary. The set of contractive positive continuous morphisms of IΓ¯(F ) is order

isomorphic to the set of those self-adjoint matrices Γ ∈ Ba,bil(B ⊕ F ) with a ≥ 0 and

Γ ≤ (
0
0

0
1

)
.

It is possible to characterize these matrices further. We do not need this characterization.

13.5 Appendix: CPD-semigroups on KS(B) versus CP-

semigroups on B(HS)⊗ B
In the proof of Theorem 13.1.2 we utilized the possibility to pass from a product system E¯

of B–B–modules to a product system Mn(E¯) of Mn(B)–Mn(B)–modules. Given a family

ξi¯ (i = 1, . . . , n) of units for E¯ we defined the diagonal unit Ξ¯ for Mn(E¯) with diagonal

entries ξi¯.
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We remark that Ξ¯ is totalizing for Mn(E¯), if and only if the set S = {ξ1¯, . . . , ξn¯} is

totalizing for E¯. In this case TΞ(B) = 〈Ξt, BΞt〉 is a CP-semigroup on Mn(B) whose GNS-

system is Mn(E¯). Moreover, TΞ is uniformly continuous, if and only if the CPD-semigroup

U(E¯) ¹ S is (and the same holds for normality, if B is a von Neumann algebra). We may

apply Theorem 13.3.1 to TΞ and obtain that the GNS-system of Mn(B)–Mn(B)–modules

is isomorphic to a time ordered product system. Taking into account that by Examples

1.7.7 and 4.2.12 a product system of Mn(B)–Mn(B)–modules is always of the form Mn(Et)

where the Et form a product system, we obtain that the two descriptions are interchangable.

Specifying that, on the one hand, we look at product systems generated by not more than

n units and, on the other hand, that we look only at CP-semigroups on Mn(B) and units

for Mn(E¯) which are diagonal, we obtain that the analogy is complete.

This way to encode the information of a CPD-semigroup into a single CP-semigroup is

taken from Accardi and Kozyrev [AK99] which was also our motivation to study completely

positive definite kernels and Schur semigroups of such. In [AK99] the authors considered only

the case of the product system of symmteric (i.e. time ordered) Fock spaces Γ¯(L2(R+)) ∼=
IΓ¯(C), where two exponential units, namely, the vacuum plus any other, are totalizing

(Corollary 7.4.4). They were lead to look at semigroups on M2(B(G)). Notice that in our

case we have even interesting results with a single totalizing unit. What we explained so far

is the generalization to n generating units (in the case of B = B(G) already known to the

authors of [AK99]).

Now we want to extend the idea to totalizing sets S containing an arbitrary number

of units. It is good to keep the intuitive idea of matrices, now of infinite, even possibly

uncountable, dimension. Technically, it is better to change the picture from matrices Mn(E)

to exterior tensor products Mn⊗E as explained in Example 4.3.8. Now the unit Ξ¯ should

have infinitely many entries. For that we must be able to control the norm of each entry.

Some sort of continuity should be sufficient, but as we want to control also the norm of the

generator, we restrict to the uniformly continuous case.

Let S be a set of continuous units for IΓs¯(F ) and denote by HS the Hilbert space with

ONB
(
eξ

)
ξ¯∈S

. We have

L2(R+,B(HS) ⊗̄s F ) = L2(R+) ⊗̄s (B(HS) ⊗̄s F )

= B(HS) ⊗̄s (L2(R+) ⊗̄s F ) = B(HS) ⊗̄s L2(R+, F ),

where B(HS) ⊗̄s F and, henceforth, L2(R+,B(HS) ⊗̄s F ) is a von Neumann B(HS) ⊗̄s B–

B(HS) ⊗̄s B–module by Example 4.3.4. Consequently, we find

B(HS) ⊗̄s IΓs¯(F ) = IΓs¯(B(HS) ⊗̄s F ).

A continuous unit ξ¯(B,Z) (B ∈ B(HS) ⊗̄s B, Z ∈ B(HS) ⊗̄s F ) is diagonal (in the matrix
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picture), if and only if B and Z are diagonal. A diagonal unit ξ¯(B,Z) is strongly totalizing

for IΓs¯(B(HS) ⊗̄s F ), if and only if the set {ξ¯(β, ζ)} running over the digonal entries of

ξ¯(B,Z) is strongly totalizing for IΓs¯(F ).

Can we put together the units from S to a single diagonal unit for IΓs¯(B(HS) ⊗̄s F )?

In order that a family
(
aξ

)
ξ∈S

of elements in B (in F ) defines (as strong limit) an element

in B(HS) ⊗̄s B (in B(HS) ⊗̄s F ) with diagonal entries, is it necessary and sufficient (cf. the

proof of Lemma 2.3.7) that it is uniformly bounded. This will, in general, not be the case.

However, as long as we are only interested in whether S is totalizing or not, we may modify

S without changing this property. By Observation 13.2.11 we may forget completely about

the parameters βξ. Moreover, for the condition in Theorem 13.2.7 the length of the ζξ is

irrelevant (as long as it is not 0, of course). We summarize.

13.5.1 Theorem. Let T be a normal uniformly continuous CPD-semigroup on S in KS(B).

Then there exists a normal uniformly continuous CP-semigroup T on B(HS) ⊗̄sB such that

the GNS-system (of von Neumann modules) of T is B(HS) ⊗̄s E¯s

where E¯s

is the GNS-

system (of von Neumann modules) of T.

So far, we considered diagonal units for the time ordered Fock module IΓs¯(B(HS)⊗̄sF ).

Of course, ξ¯(B, Z) is a unit for any choice of B ∈ B(HS) ⊗̄s B and Z ∈ B(HS) ⊗̄s F . The

off-diagonal entries of such a unit fulfill a lot of recursive relations. In the case of Hilbert

spaces (B = C) and finite sets S (B(HS) = Mn) we may hope to compute ξ¯(B,Z) explicitly.

This should have many applications in the theory of special functions, particularly those

involving iterated integrals of exponential functions.



Chapter 14

Other constructions of product

systems

In this chapter we present two different constructions of product systems. The first con-

struction in Section 14.1 is the generalization to Hilbert modules from Bhat’s approach

to Arveson systems [Bha96] as described in Skeide [Ske00a]. As an important application

we obtain that any (strict) dilation on a Hilbert module is also a weak dilation (Theorem

14.1.8), another result which seems out of reach without product systems. In Section 14.2

we present the construction from Liebscher and Skeide [LS00b] which allows to construct a

product system from markovian systems of transition expectations as in Section 11.3. With

the help of this product system we construct as in Section 11.4 a generalized weak Markov

flow which gives us back the original transition expectations.

14.1 E0–Semigroups on Ba(E)

In [Bha96] Bhat discovered another possibility to construct the Arveson system of a (normal,

strongly continuous) E0–semigroup ϑ on B(H) (H an infinite-dimensional separable Hilbert

space). Contrary to Arveson’s original approach [Arv89a] via intertwiner spaces of ϑt, Bhat’s

approach generalizes directly to Hilbert modules.

Let (E, ϑ, ξ) be a triple consisting of a Hilbert B–module, a strict E0–semigroup ϑ on

Ba(E), and a unit vector ξ ∈ E. (Equation (14.1.1) below forces us to consider completions.)

To begin with, we do not assume that (E, ϑ, ξ) is a weak dilation of a CP-semigroup on B.

By j0(b) = ξbξ∗ we define a faithful representation of B on E. We define the representa-

tions jt = ϑt ◦ j0 and set pt = jt(1). On the Hilbert submodule Et = ptE of E we define a

left multiplication by bxt = jt(b)xt, thus, turning Et into a Hilbert B–B–module. (Clearly,

1xt = xt and E0
∼= B via ξ 7→ 1.)

225
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14.1.1 Theorem. The mapping

ut : x¯ xt 7−→ ϑt(xξ∗)xt

extends as an isomorphism E ¯̄ Et → E. Moreover, the restrictions ust = ut ¹ (Es ¯̄ Et)

are two-sided isomorphisms Es ¯̄ Et → Es+t, fulfilling (11.1.1) so that E ¯̄ =
(
Et

)
t∈T is a

product system. Using the identifications (11.4.1) and (11.1.2), we again find (11.4.2) and

ϑt(a) = a¯ idEt.

Proof. From

〈x¯ xt, x
′ ¯ x′t〉 =

〈
xt, 〈x, x′〉x′t

〉
=

〈
xt, ϑt(ξ〈x, x′〉ξ∗)x′t

〉
=

〈
ϑt(xξ∗)xt, ϑt(x

′ξ∗)x′t
〉

we see that ut is isometric. Let uλ =
nλ∑

k=1

vλ
kwλ

k
∗

(kλ, wλ
k ∈ E) be an approximate unit for

K(E) which, therefore, converges strictly to 1 ∈ Ba(E). We find

x = lim
λ

ϑt(u
λ)x = lim

λ

∑

k

ϑt(v
λ
kwλ

k

∗
)x

= lim
λ

∑

k

ϑt(v
λ
kξ∗)ϑt(ξw

λ
k

∗
)x = lim

λ

∑

k

vλ
k ¯ ϑt(ξw

λ
k

∗
)x, (14.1.1)

where ϑt(ξw
λ
k
∗
)x = ptϑt(ξw

λ
k
∗
)x is in Et. In other words, ut is surjective, hence, unitary.

Clearly, in the identification (11.4.1) we find

ϑt(a)(x¯ xt) = ϑt(a)ϑt(xξ∗)xt = ϑt(axξ∗)xt = ax¯ xt.

Suppose psx = x. Then ps+tut(x¯xt) = ϑs+t(ξξ
∗)ϑt(xξ∗)xt = ϑt(psxξ∗)xt = ut(x¯xt) so

that ust maps into Es+t. Obviously, js+t(b)ut(x¯xt) = ut(js(b)x¯xt) so that ut is two-sided

on Es ¯̄ Et. Suppose ps+tx = x and apply ps+t to (14.1.1). Then a similar computation shows

that we may replace vλ
k with psv

λ
k without changing the value. Therefore, x ∈ ut(Es ¯̄ Et).

In other words, ut restricts to a two-sided unitary ust : Es ¯̄ Et → Es+t. The associativity

conditions (11.1.1) and (11.4.3) follow by similar computations.

14.1.2 Proposition. The product system E ¯̄ does not depend on the choice of the unit

vector ξ. More precisely, if ξ′ ∈ E is another unit vector, then wtxt = ϑt(ξ
′ξ∗)xt defines an

isomorphism w¯ =
(
wt

)
t∈T from the product system E ¯̄ to the product system E ′ ¯̄

=
(
E ′

t

)
t∈T

constructed from ξ′.

Proof. p′tϑt(ξ
′ξ∗) = ϑt(ξ

′ξ∗) so that wt maps into E ′
t, and ϑt(ξ

′ξ∗)∗ϑt(ξ
′ξ∗) = pt so that wt

is an isometry. As ϑt(ξ
′ξ∗)ϑt(ξ

′ξ∗)∗ = p′t, it follows that wt is surjective, hence, unitary. For

b ∈ B we find

wtjt(b) = ϑt(ξ
′ξ∗)ϑt(ξbξ

∗) = ϑt(ξ
′bξ∗) = ϑt(ξ

′bξ′∗)ϑt(ξ
′ξ∗) = j′t(b)wt
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so that wt is two-sided. In the identification (11.1.2) (applied to E ¯̄ and E ′ ¯̄
) we find

wsxs ¯ wtyt = ϑt(wsxsξ
′∗)utxt = ϑt(ϑs(ξ

′ξ∗)xsξ
′∗)ϑt(ξ

′ξ∗)yt

= ϑs+t(ξ
′ξ∗)ϑt(xsξ

∗)yt = ws+t(xs ¯ yt).

In other words, the wt form a morphism.

14.1.3 Example. If E = G is a Hilbert space with a unit vector g, we recover Bhat’s con-

struction [Bha96] resulting in a tensor product system G ⊗̄ =
(
Gt

)
t∈T of Hilbert spaces. Let

us consider the original product system H ⊗̄ with the product system Et = B(G,G ⊗̄Ht) ∼=
B(G)t of von Neumann modules as explained in Examples 11.1.3 and 11.1.4. We know that

Et ¯̄ G = G ⊗̄ Ht and that the isomorphism of B(G,G ⊗̄ Ht) and B(G)t give rise to an iso-

morphism of G ⊗̄Ht and G. Fixing the subspace g⊗Ht, we may identify Ht with a subspace

of G. We claim that this subspace is Gt. Indeed, Gt = ϑt(gg∗)G which corresponds under

the isomorphism to (gg∗ ⊗ id)(G ⊗̄ Ht) = g ⊗ Ht. Moreover,

gs ⊗ gt = ϑt(gsg
∗)gt = (gsg

∗ ⊗ id)(g ⊗ ht) = gs ⊗ ht = g ⊗ hs ⊗ ht,

so that also the product system structure is the same.

A similar comparison of the products system E ¯̄ of Hilbert B–B–modules constructed

from (E, ϑ, ξ) and the product system Ba(E) ¯̄ of Ba(E)–Ba(E)–modules Ba(E)t as defined

in Example 11.1.3 seems not to be possible.

14.1.4 Example. Let us consider (ĬΓ(F ), S, ω) where S is the time shift automorphism

group restricted to t ≥ 0. Then S leaves invariant ωω∗ so that for all t ∈ R+ we have

ptĬΓ(F ) = Bω ∼= B. If we look instead at (IΓ(F ), S, ω) where now S is the time shift

endomorphism obtained by restriction to Ba(IΓ(F )) ∼= Ba(IΓ(F )) ¯ id ⊂ Ba(ĬΓ(F )) then

p0¯ id = ωω∗¯ id evolves differently. It is just pt¯ id where pt is the projection onto IΓt(F ).

We find that the product system of the time shift endomorphism semigroup on IΓ(F ) is

IΓ¯(F ). A similar argument also applies to general product systems E ¯̄ , if we investigate

the relation between the endomorphism white noise constructed in Section 11.5 on the one-

sided inductive E with the help of a central unit, and the extension to an automorphism

white noise on
←→
E .

Let E = L2(R, F ) and use the notations from Observation 6.3.8. Again the time shift S

on F(E) leaves invariant ωω∗ so that for (F(E), S, ω) we end up with the trivial product sys-

tem. On the contrary, if we look at the restriction of the time shift to an E0–semigroup S on

Ba(F(ER+)) (coming from the identification Ba(F(ER+)) ∼= Ba(F(ER+))¯ id ⊂ Ba(F(E))

in the factorization F(E) = F(ER+) ¯̄ (Bω⊕ER− ¯̄ F(E)) according to Proposition 6.3.1),

then p0 ¯ id = ωω∗ ¯ id evolves as pt ¯ id, where pt is a family of projections on F(ER+). A
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further applications of Proposition 6.3.1 shows that ptF(ER+) = Bω ⊕ E[0,t] ¯̄ F(ER+). By

Theorem 14.1.1 these spaces form a product system and one may check the identification

(Bω ⊕ E[0,s] ¯̄ F(ER+)
)

¯̄
(Bω ⊕ E[0,t] ¯̄ F(ER+)

)

∼= F(St)
(Bω ⊕ E[0,s] ¯̄ F(ER+)

)
¯̄

(Bω ⊕ E[0,t] ¯̄ F(ER+)
)

=
(Bω ⊕ E[t,t+s] ¯̄ F(E[t,∞))

)
¯̄

(Bω ⊕ E[0,t] ¯̄ F(ER+)
)

= Bω ⊕ E[0,t] ¯̄ F(ER+) ⊕ E[t,t+s] ¯̄ F(E[t,∞)) ¯̄
(Bω ⊕ E[0,t] ¯̄ F(ER+)

)

= Bω ⊕ E[0,t] ¯̄ F(ER+) ⊕ E[t,t+s] ¯̄ F(ER+) = Bω ⊕ E[0,t+s] ¯̄ F(ER+).

For F being some separable Hilbert, this result is due to Fowler [Fow95]. He also showed

that the product system is isomorphic to IΓ(`2), independently of the dimension of F . We

expect also in the Hilbert module case that the product system is some type Ic system, but

we did not yet investigate that point.

In how far E0–semigroups on Ba(E) are classified by their product systems? Of course,

we expect as answer that they are classified up to outer conjugacy. First, however, we must

clarify in which way we have to ask this question. In Arveson’s set-up all Hilbert spaces on

which he considers E0–semigroups are isomorphic. It is this hidden assumption which makes

the question for cocycle conjugacy possible. Nothing gets lost (up to unitary isomorphism),

if we restrict Arveson’s set-up to a single infinite-dimensional separable Hilbert space. Now

we can ask the above question in a reasonable way.

14.1.5 Theorem. Let (E, ξ) be a Hilbert B–module E with a unit vector ξ. Furthermore,

let ϑ and ϑ′ be two strict E0–semigroups on Ba(E). Then the product systems E ¯̄ and

E ′ ¯̄
associated with ϑ and ϑ′, respectively, are isomorphic, if and only if ϑ and ϑ′ are outer

conjugate.

Proof. Let u be a unitary left cocycle for ϑ such that ϑ′ = ϑu. Then utpt = p′tut. Therefore,

ut restricts to a unitary ut : Et → E ′
t (with inverse u∗t = u∗t ¹ E ′

t, of course). Moreover,

identifying (very carefully) E ¯̄ Et = E = E ¯̄ E ′
t, we find

ut(x¯ xt) = utϑt(xξ∗)xt = ϑ′t(xξ∗)utxt = x¯ utxt.

It follows that (a¯ idE′t)ut = ut(a¯ idEt) for all a ∈ Ba(E). Specializing to a = j0(b) so that

a¯ idEt = jt(b) and a¯ idE′t = j′t(b), we see that ut is the (unique) element in Ba,bil(Et, E
′
t)

such that ut = id¯ut. From

id¯us+t = us+t = utϑt(us) = (id¯ idE′s ¯ut)(id¯us ¯ idEt) = id¯us ¯ ut

we see that u¯ =
(
ut

)
t∈T is a morphism. (Pay again attention to the identifications, e.g.

like idE = idE ¯ idE′s when writing ut = idE ¯ut.)
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Conversely, suppose u¯ is an isomorphism from E ¯̄ to E ′ ¯̄
. Then ut = id¯ut : E =

E ¯̄ Et → E ¯̄ E ′
t = E defines a unitary on E. We find

utϑt(a)u∗t = (id¯ut)(a¯ idEt)(id¯u∗t ) = (a¯ id)(id¯utu
∗
t ) = a¯ idE′t = ϑ′(a)

and as above

us+t = id¯us ¯ ut = (id¯ idE′s ¯ut)(id¯us ¯ idEt) = utϑt(us)

In other words, u =
(
ut

)
t∈T is a unitary left cocycle and ϑ′ = ϑu.

Now we want to know under which circumstances (E, ϑ, ξ) is a weak dilation, or even a

white noise.

14.1.6 Proposition. For the triple (E, ϑ, ξ) the following conditions are equivalent.

1. The family pt of projections is increasing, i.e. pt ≥ p0 for all t ∈ T.

2. The mappings Tt(b) = 〈ξ, jt(b)ξ〉 define a unital CP-semigroup T , i.e. (E, ϑ, ξ) is a

weak dilation.

3. Tt(1) = 1 for all t ∈ T.

Under any of these conditions the elements ξt = ξ ∈ Et form a unital unit ξ¯ such that

Tt(b) = 〈ξt, bξt〉, and the jt form a weak Markov flow of T on E. The one-sided inductive

limit for ξ¯ coincides with the submodule E∞ = lim
t→∞

ptE of E.

Proof. 1 ⇒ 2. If pt is increasing, then ptξ = ptp0ξ = p0ξ = ξ so that Tt(1) = 〈ξ, ptξ〉 = 1

and

Tt ◦ Ts(b) =
〈
ξ, jt

(〈ξ, js(b)ξ〉
)
ξ
〉

=
〈
ξ, ϑt

(
ξ〈ξ, ϑs(ξbξ

∗)ξ〉ξ∗)ξ
〉

=
〈
ξ, ptϑt ◦ ϑs(ξbξ

∗)ptξ
〉

=
〈
ξ, ϑs+t(ξbξ

∗)ξ
〉

= Ts+t(b).

2 ⇒ 3 is clear. For 3 ⇒ 1 assume that Tt is unital. We find p0 = ξξ∗ = ξTt(1)ξ∗ =

ξξ∗ϑt(ξξ
∗)ξξ∗ = p0ptp0, hence, by Proposition A.7.2(4) pt ≥ p0 for all t ∈ T.

If pt is increasing then ptξ = ξ so that ξ is, indeed, contained in all Et. Obviously,

ξs ¯ ξt = ϑt(ξsξ
∗)ξt = ϑt(ξξ

∗)ξ = ξ so that ξ¯ is a unital unit. However, the identification

of ξ as an element ξt ∈ Et changes the left multiplication, namely, bξt = jt(b)ξ, i.e. Tt(b) =

〈ξt, bξt〉. The Markov property follows as in the proof of Theorem 11.4.8. As above, we have

ξs ¯ xt = ptxt = xt. In other words, γ(s+t)t is the canonical embedding of the subspace Et

into Es+t. This identifies E∞ as the inductive limit for ξ¯.
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14.1.7 Proposition. On E∞ there exists a (unital!) left multiplication of B such that all

Et are embedded into E∞ as two-sided submodules, if and only if the unit ξ¯ is central, i.e.

if (E∞, ϑ, i, ξ) with i being the canonical left multiplication of B on E is a (unital) white

noise.

Proof. Existence of a left multiplication on E∞ implies (in particular) that bξ = j0(b)ξ =

ξb. The converse direction follows from Section 11.5.

This shows once again the importance of existence of a central unit. Without central

unit we may not even hope to understand a dilation as a cocycle perturbation of a white

noise.

14.1.8 Theorem. Let (E, ϑ, ξ) be a triple consisting of a Hilbert B–module E, a strict

E0–semigroup ϑ on Ba(E), and a unit vector ξ ∈ E, and let i : B → Ba(E) be a represen-

tation of B on E. If Tt(b) = 〈ξ, ϑt ◦ i(b)ξ〉 defines a unital CP-semigroup T on B, i.e. if

(E, ϑ, i, ξ) is a dilation, then (E, ϑ, ξ) is a weak dilation of T . In other words, any dilation

on a Hilbert module has sitting inside also a weak dilation.

Proof. We have 〈ξ, i(b)ξ〉 = b so that

Tt(b) = 〈ξ, ϑt ◦ i(b)ξ〉 = 〈ξ ¯ ξt, (i(b)¯ idEt)(ξ ¯ ξt)〉 =
〈
ξt, 〈ξ, i(b)ξ〉ξt

〉
= 〈ξ, jt(b)ξ〉.

The set-up of this section is probably most similar to that of Arveson in that we study

E0–semigroups on the algebra of operators on a Hilbert module instead of a Hilbert space.

(Normality is replaced by strictness. Passing to von Neumann modules we may again weaken

to normality.) The only ingredient what we require is existence of a unit vector, in Hilbert

spaces a triviality, here a restriction even in von Neumann modules.

14.1.9 Example. For a projection p ∈ B let E = pB be some right ideal in a von Neumann

algebra B. Then by Example 1.1.5 E is a von Neumann B–module. Let q ∈ B be the central

projection generating the strong closure qB of BE = span(BpB). Already in this simple case,

the question for a possible unit vector pb ∈ E has different answers, depending on the choice

of B and p.

Let p =
(
1
0

0
0

) ∈ M2. Then E consists of all matrices B =
(

b
0

b′
0

)
(b, b′ ∈ C). Consequently,

〈B, B〉 = B∗B =
(

bb
b′b

bb′
b′b′

)
. If this is 1 then b′b = 0 from which b′ = 0 or b = 0 so that b′b′ = 0

or bb = 0. Hence, 〈B, B〉 6= 1.

Conversely, by definition in a purely infinite unital C∗–algebra B for any a ≥ 0 (in

particular, for the projection p) there exists b ∈ B such that b∗ab = 1. Instead of exploiting

this systematically, we give an example. Consider the elements b = `∗
(
1
0

)
and b′ = `∗

(
0
1

)
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in B = B(F(C2)). (Observe that the von Neumann algebra generated by b, b′ is B. The

C∗–algebra generated by b, b′ is the Cuntz algebra O2 [Cun77].) Now the matrix B ∈ M2(B)

defined as before is a unit vector in pM2(B) (where p acts in the obvious way).

To answer the interesting question, whether each product system comes from an E0–semi-

group (answered in the affirmative sense by Arveson [Arv90b] for seprarable Hilbert spaces),

we certainly have to find first the right technical conditions (measurability in Arveson’s set-

up). We reserve these and related problems for future work.

We close with a discussion in how far the set-up of Kümmerer [Küm85] (being the

basis for Hellmich, Köstler and Kümmerer[HKK98, Hel01, Kös00]) fits into ours. We do

not require all assumptions from [Küm85], and phrase only those which we need when we

need them. In the first place, we do not consider only von Neumann algebras with faithful

invariant normal states, but unital pre–C∗–algebras with a faithful conditional expectation.

Invariance of this conditional expectation takes place, if and only if we are concerned with

a white noise.

Let A be a unital pre–C∗–algebra with a C∗–subalgebra B, containing the unit of A,

and a faithful essential conditional expectation ϕ : A → B (cf. Definition 4.4.1). Denote by

(E, ξ) the GNS-construction for ϕ. Since ϕ is contractive, so is the pre-Hilbert A–B–module

E. Since ϕ is essential, we may identify A isometrically as a pre–C∗–subalgebra of Ba(E).

Since ϕ is faithful, the mapping a 7→ aξ is a bijection A → E. Recall that E is also a

B–B–module, and that ξ ∈ CB(E).

An automorphism α of A gives rise to a bijective mapping u : aξ 7→ α(a)ξ on E. If α

leaves invariant ϕ (i.e. ϕ ◦ α = ϕ), then 〈uaξ, ua′ξ〉 = ϕ(α(a∗a′)) = ϕ(a∗a′) = 〈aξ, a′ξ〉 so

that u is a unitary. Moreover,

uau∗a′ξ = uaα−1(a′)ξ = α(aα−1(a′))ξ = α(a)a′ξ.

In other words, α = u•u∗ extends to an inner automorphism of Ba(E) and further of Ba(E).

Now suppose that (A, α, id, ϕ) is a (unital) white noise with an automorphism group α. It

follows that there exists a unitary group u in Ba(E) such that (E, u • u∗, id, ξ) is a (unital)

white noise with a semigroup of inner automorphisms. In particular, any white noise over

B in the sense of [Küm85] may be first identified as a white noise on a subalgebra of Ba(E)

an then extended to a white noise on the Hilbert module E. It is routine to show that

also (after passing to the von Neumann module E
s
) technical conditions like normality and

strong continuity of u • u∗ are preserved. Of course, the extension 〈ξ, •ξ〉 to Ba(E) ⊃ B of

the conditional expectation ϕ is no longer faithful (but, still essential).

Observe that u leaves invariant ξ so that the associated product system is the trivial

one (cf. Example 14.1.4). This situation does also not change, if we pass from the white
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noise α to a cocycle perturbation αu (dilating some non-trivial CP-semigroup T ), because

by Theorem 14.1.5 the product system is an invariant for outer conjugacy.

Suppose the automorphism white noise (A, α, id, ϕ) comes along with a filtration which

is covariant for the time shift automorphism group α. In particular, A has a future sub-

algebra A+ which is left invariant by all αt for t ≥ 0. Thus, by restricting α to A+ and

t ≥ 0 as in Example 14.1.4, we obtain an E0–semigroup ϑ on A+ (which under a simple

minimality condition on the filtration is non-trivial, if α is) and (A+, ϑ, i, ϕ ¹ A+) is a unital

endomorphism white noise.

The GNS-module of ϕ ¹ A+ is the submodule E+ = A+ξ of E. We may ask whether it

is possible to extend the E0–semigroup ϑ on A+ to an E0–semigroup on Ba(E+). Another

way to say this, is to ask whether the unital embedding A+ → A allows for an extension

to a unital embedding Ba(E+) → Ba(E) such that that restriction of u • u∗ to Ba(E+)

gives rise to an E0–semigroup on E+. A solution of this problem should be related to

the question whether it is possible to factorize E into E+ ¯ E0
+. (Like for the full Fock

module in Example 14.1.4, also E0
+ should be some submodule of E, but it need not be the

GNS-module E− of the past algebra A−.) Presently, we do not know whether there is an

affirmative answer. Hower, if the answer is affirmative, then we will have a canonical way to

associate with a white noise (A, α, id, ϕ) in the sense of [Küm85] a white noise (E+, ϑ, , i, ξ)

of (non-trivial) endomorphisms, and further a (non-trivial) product system. Thus, we may

hope that product systems help classifying also white noises in the sense of [Küm85].

14.2 Transition expectations

In [Lie00b] Liebscher proposed a continuous time version of quantum Markov chains in the

sense of Accardi [Acc74, Acc75]. For 0 ≤ t ≤ ∞ let us consider the Hilbert spaces Ht =

G ⊗̄Γ(L2([0, t),H) (with initial space G and another Hilbert space H). Denoting B = B(G),

At = B(Ht) and Ac
t = B(Γ(L2([0, t),H)), we have At = B ⊗̄s Ac

t and Ac
s+t = Ac

s ⊗̄s Ac
t ,

whence, also As+t = As ⊗̄s Ac
t . Liebscher defines a system of transition expectations as a

family
(
TL

t

)
t∈R+

of unital (normal) completely postitive mappings TL
t : At → B fulfilling

TL
s+t = TL

t ◦ (Ts ⊗ id). One can show that the typical system of transition expectations

arises via TL
t = u∗t • ut from a family u =

(
ut

)
t∈R+

of isometries ut : G → Ht fulfilling

us+t = (us ⊗ id)ut. Since this property reminds us of a cocycle property, Liebscher called u

a cocycle of type (H).

14.2.1 Remark. The discrete version in the case where Ac
n = B⊗n (Ac

∞ = . . . ⊗ B ⊗ B)

and An = B ⊗ Ac
n gives us back Accardi’s quantum Markov chains. Here the transition

expectations TA
n are determined uniquely by TA

1 : B⊗B → B and the composition property.
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14.2.2 Remark. By restriction to H = {0}, i.e. Ac
t = C, we are concerned with the case

of unital CP-semigroups on B.

We know that we may interprete Ht as Et ¯̄ G where Et = Γ(L2,s([0, t),HB
s
)) via

Stinespring representation, and that At = Ba(Et), whereas Ac
t is just the B–center Ba,bil(Et)

of At; see Examples 6.1.6 and 14.1.3. In this module interpretation ut is an element in

B(G,Ht) = Et and the cocycle property means nothing else, but that u is a (unital) unit

such that TL
t = 〈ut, •ut〉.

E ¯̄ s

=
(
Et

)
t∈R+

is isomorphic to a time ordered product system. If ξ¯ is a unital unit in

an arbitrary product system E¯ then Tt(at) = 〈ξt, atξt〉 defines a family of unital completely

positive mappings Ba(Et) → B fulfilling Ts+t(ϑt(as)a
c
t) = Tt(Ts(as)a

c
t) for all as ∈ Ba(Es)

and ac
t ∈ Ba,bil(Et). Contrary to the case B = B(G), here we do not know, whether

B ⊂ Ba(Et) and Ba,bil(Et) ⊂ Ba(Et) are in tensor position (i.e. whether the subalgebra

span(BBa,bil(Et)) of Ba(Et) is isomorphic to B ⊗ Ba,bil(Et) (this is certainly wrong if B ∩
Ba,bil(Et) 6= C1), nor do we know, whether this subalgebra is strongly dense in Ba(Et).

The same questions are open for the (mutually comuting) subalgebras idEs ¯Ba,bil(Et) and

Ba,bil(Es)¯ idEt of Ba,bil(Es+t).

Following Liebscher and Skeide [LS00a], we present a set of axioms on families
(At

)
t∈T

and
(Ac

t

)
t∈T of pre–C∗–algebras (there is no reason to consider only the semigroup R+) and

transition expectations
(
Tt

)
t∈T which allows us to show a reconstruction theorem. More

precisely, we want to find a product system E¯ such that on each Et we have a representation

of At, and a unit ξ¯ such that Tt(at) = 〈ξt, atξt〉. The obstacles mentioned just before show

that we may not hope to conclude backwards, i.e. to find such families from a given pair

(E¯, ξ¯). The reconstruction will follow very much the lines of Section 11.3. As this

construction is purely algebraical, we start also here on an algebraical level, pointing out

the places where to put topological conditions like contractivity or normality. We only recall

that B is always a unital C∗–algebra (sometimes a von Neumann algebra).

B ⊗Ac
t is a particularly simple example of a B–algebra; see Definition 4.4.1. Of course,

a B–algebra is a B–B–module, and as such it can be centered or not. We are interested in

B–algebras with a distinguished subalgebra Ac ⊂ CB(A) of the B–center of A such that A
is (toplogically) spanned by BAc. From the discussion above we know that Ac may be, but

need not be all of CB(A).

14.2.3 Definition. Let A⊗ =
(At

)
t∈T be a family of ∗–B–algebras with a family Ac⊗ =(Ac

t

)
t∈T of ∗–subalgebras Ac

t ⊂ CB(At) of the B–center of At such that span(BAc
t) = At.

We require A0 = B and Ac
0 = C.

Let α =
(
αs,t

)
s,t∈T be a family of unital homomorphisms As ⊗ Ac

t → As+t such that

span αs,t(Ac
s ⊗ Ac

t) = Ac
s+t. (This implies, in particular, that span αs,t(As ⊗ Ac

t) = As+t.)
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We require that α0,t is the canonical mapping b⊗ at 7→ bat and that αt,0 = idAt , We define

αc
s,t = αs,t ¹ (Ac

s ⊗Ac
t). We say (A⊗,Ac⊗, α) is a left tensor product system of ∗–B–algebras

with central tensor product system Ac⊗, if α fulfill the associativity condition

αr,s+t ◦ (id⊗αc
s,t) = αr+s,t ◦ (αr,s ⊗ id).

If we speak about pre–C∗–algebras, we require that the αs,t are contractive. If we speak

about von Neumann algebras αs,t should be normal. For C∗–algebras or von Neumann

algebras, instead of the linear span we take the closure (in the respective topology) of the

linear span.

14.2.4 Definition. Let T =
(
Tt

)
t∈T be a family of unital completely positive mappings

Tt : At → B with T0 = idB and

Ts+t ◦ αs,t = Tt ◦ α0,t ◦ (Ts ⊗ id).

We say T is a

indextransition expectations!system ofhlsystem of transition expectations, if there exists a

family
(Ts+t,t

)
s,t∈T of mappings Ts+t,t : As+t → At such that

Ts+t,t ◦ αs,t = α0,t ◦ (Ts ⊗ id). (14.2.1)

We use the conventions as in Definition 14.2.3 for topological variants.

If T exists, then it is uniquely determined by (14.2.1). Basically, (14.2.1) tells us that the

unital completely positive mapping bas ⊗ at 7→ Ts(bas)at (b ∈ B, as ∈ Ac
s, at ∈ Ac

t) factors

through αs,t. Therefore, also Ts+t,t is unital and completely positive. If all αs,t are injective

(like in [Lie00b]), then we may forget about (14.2.1), at least, from the algebraical point of

view. Later on, (14.2.1) shows to be responsible for the possibility to define a representation

of Ac
t on the member Et of the GNS-system E¯ of T .

Another aspect of (14.2.1), even if the αs,t are injective, is the topological one. (The fact

that As ⊗ Ac
t is algebraically isomorphic to (a dense subset of) As+t, does not mean that

some natural topology on the tensor product As⊗Ac
t gives us back the correct topology on

As+t.) The topological requirements on T provide us with all necessary information in order

that the construction of the GNS-system is compatible with existing topological structures.

Before we come to the construction of the GNS-system, we draw some general conse-

quences from Definition 14.2.4.

14.2.5 Corollary. The embeddings αs,t ¹ (1 ⊗ Ac
t) of Ac

t into As+t are injective. In other

words, we may consider Ac
t as a subalgebra of As+t.
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Proof. We apply (14.2.1) to 1⊗at and obtain Ts+t,t◦αs,t(1⊗at) = α0,t◦(Ts⊗id)(1⊗at) = at.

Therefore, Ts+t,t ◦ αs,t ¹ (1⊗Ac
t) and a fortiori αs,t ¹ (1⊗Ac

t) is injective.

The embedding, in general, does not extend to At. Saying that the copy of B in At is

attached to time t, it is, roughly speaking, acting at the wrong time to be imbedded into

As+t where it should act at time s + t. We will see later on very clearly that the different

actions of B at different times correspond to a weak Markov flow. Of course, there is an

embedding αs,t ¹ (As ⊗ 1) of As into As+t, but (except for s = 0) it need not be injective.

14.2.6 Corollary. The Ac
t with the embeddings αc

s,t ¹ (1 ⊗ Ac
t) form an inductive system

with inductive limit Ac. On Ac we define an E0–semigroup Θ by setting Θt(as) = αc
s,t(as⊗1)

(where we identify as ∈ Ac
s and αs,t(as ⊗ 1) ∈ Ac

s+t with the corresponding elements in Ac).

14.2.7 Proposition. Ts+t,t ◦ Tr+s+t,s+t = Tr+s+t,t.

Proof. We have

Tr+s+t,t ◦ αr+s,t ◦ (αr,s ⊗ id) = α0,t ◦ (Tr+s ⊗ id) ◦ (αr,s ⊗ id)

= α0,t ◦ (Ts ⊗ id) ◦ (α0,s ⊗ id) ◦ (Tr ⊗ id⊗ id) = Ts+t,t ◦ αs,t ◦ (α0,s ⊗ id) ◦ (Tr ⊗ id⊗ id)

= Ts+t,t ◦ α0,s+t ◦ (id⊗αc
s,t) ◦ (Tr ⊗ id⊗ id) = Ts+t,t ◦ α0,s+t ◦ (Tr ⊗ id⊗ id) ◦ (id⊗αc

s,t)

= Ts+t,t ◦ Tr+s+t,s+t ◦ αr,s+t ◦ (id⊗αc
s,t) = Ts+t,t ◦ Tr+s+t,s+t ◦ αr+s,t ◦ (αr,s ⊗ id).

Since, the range of αr+s,t ◦ (αr,s ⊗ id) is all of Ar+s+t this shows the statement.

The mappings Ts+t,t have some aspects from a markovian system of conditional expec-

tations ; see Accardi [Acc78]. Of course, neither Ts+t,t nor Ts+t,t ¹ (Ac
s+t) are conditional

expectations. The former are not, because (cf. the discussion before Proposition 14.2.7) At

cannot be identified with a subalgebra of As+t, and the latter are not, because they map

into At, not Ac
t .

We come to the construction of the GNS-system. Denote by Ĕs+t,t the GNS-module of

Ts+t,t with cyclic vector ξ̆s+t,t and denote by Ĕt the GNS-module of Tt with cyclic vector

ξ̆t. We may consider the As+t–At–module Ĕs+t,t also as As–B–module (of course not, pre-

Hilbert module, because the inner product takes values in At, not in B) via the embeddings

As → αs,t(As ⊗ 1) ⊂ As+t and B → α0,t(B ⊗ 1) ⊂ At.

14.2.8 Proposition. The As–B–submodule of Ĕs+t,t generated by ξ̆s+t,t is isomorphic to

the pre-Hilbert As–B–module Ĕs and the As–B–linear extension of the mapping

ξ̆s+t,t 7−→ ξ̆s

is the isomorphism.
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Proof. It is sufficient to show that

〈ξ̆s+t,t, αs,t(as ⊗ 1)ξ̆s+t,t〉 = Ts+t,t ◦ αs,t(as ⊗ 1) = α0,t(Ts(as)⊗ 1)

for all as ∈ As. Then also the As–B–linear extension is isometric (of course, it is surjective)

and, therefore, well-defined. A fortiori the inner product of the submodule of Ĕs+t,t takes

values in α0,t(B ⊗ 1) ∼= B ⊂ At.

We observe that the elements of Ac
t (⊂ As+t) commute with all elements in the the

As–B–submodule Ĕs ⊂ Ĕs+t,t, and that Ĕs+t,t is generated by Ac
t and Ĕs.

14.2.9 Proposition. Let F be a pre-Hilbert At–C–module (which we may also consider as

a pre-Hilbert B–C–module). Then

Ĕs ¯ F = Ĕs+t,t ¯ F.

In particular, Ĕs ¯ F is a pre-Hilbert As+t–C–module.

Proof. Ĕs+t,t ¯ F is spanned by elements of the form xsat ¯ y = xs ¯ aty ∈ Ĕs ¯ F

(xs ∈ Ĕs, at ∈ Ac
t , y ∈ F ).

14.2.10 Corollary. Let t ∈ Jt and s = o(t) ∈ It (see Proposition B.3.2). Then

Ĕt := Ĕtn ¯ . . .¯ Ĕt1 = Ĕsn,sn−1 ¯ Ĕsn−1,sn−2 ¯ . . .¯ Ĕs1,0

is a pre-Hilbert At–C–module.

14.2.11 Remark. The crucial point here is that, although we construct Ĕt as multiple

tensor product of B–B–modules, it carries a well-defined left action of At. The reason why

this works can be traced back to the condition in (14.2.1). The message is that an element

a = atn . . . at1 ∈ Ac
t which is thought of, roughly speaking, as a product of elements ati ∈ Ac

ti

suitably shifted to the interval [si−1, si] acts as a(xtn ¯ . . .¯ xt1) = atnxtn ¯ . . .¯ at1xt1 . We

do not formulate this in a more precise manner. We only want to give an intuitive idea.

Now we are reduced precisely to the situation in Section 11.3. We define two-sided

isometric mappings βts : Ĕs → Ĕt and construct an inductive limit Et. The only difference is

that we are concerned with an inductive system of pre-HilbertAt–B–modules. Consequently,

also the inductive limit Et is a pre-Hilbert At–B–module. Nevertheless, considering Et as

a pre-Hilbert B–B–module, the Et form a product system E¯. Also here the ξ̆t give rise to

elements ξt ∈ Et which form a unital unit ξ¯ for E¯. We collect these and some more fairly

obvious results.
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14.2.12 Theorem. Let T be a system of transition expectations for (A⊗,Ac⊗, α). Then

there exists a pair (E¯, ξ¯) consisting of a product system pre-Hilbert B–B–modules E¯ and

a unital unit ξ¯ for E¯, fulfilling the following properties.

Et is also a pre-Hilbert At–B–module, and generated as such by E
{ξ¯}
t . The restriction

of the left multiplication of At to the subset B gives back the correct left multiplication of

B. In particular, Ac
t is represented as a subset of Ba,bil(Et). Finally, Tt(a) = 〈ξt, aξt〉 for

a ∈ At.

The pair (E¯, ξ¯) is determined by these properties up to isomorphism. We call E¯ the

GNS-system of T .

Such a product system has a unit, but it need not be generated by it. It is also not

sure, whether E¯ will be generated by all of its units. (This fails probably already in the

case B = B(G), when we tensorize B with a type II Arveson system H ⊗̄ and take for T the

expectations generated by a unit for H ⊗̄ .) It is interesting to ask, whether the preceding

construction allows to find non-type I product systems which are not tensor products with

non-type I Arveson systems. We postpone such questions to future work.

14.2.13 Theorem. On the one-sided inductive limit E for the unit ξ¯ (see Section 11.4),

besides the weak Markov flow j of B, we have a family jc =
(
jc
t

)
t∈T of unital representations

at 7→ id¯at of Ac
t . These representations are compatible with the inductive structure of the

Ac
t (i.e. jc

s+t ◦αs+t ¹ (1⊗Ac
t) = jc

t ). Therefore, there is a unique unital representation jc
∞ of

Ac on E. (As there is, in general, no natural left action of B on E, it does not make sense

to speak about bilinear operators on E.) Moreover, jc
∞ ◦Θt = ϑt ◦ jc

∞.

By Jt ◦α0,t = m◦ (jt⊗ jc
t ) (where m denotes multiplication in Ba(E)) we define a family

J =
(
Jt

)
t∈T of representations Jt of At. These representations fulfill the generalized Markov

property

ptJs+t(a)pt = Jt ◦ Ts+t,t(a).

14.2.14 Corollary. An adapted unitary cocycle uc for Θ (i.e. uc
t ∈ Ac

t) gives rise to a local

cocycle u for ϑ via ut = id¯uc
t .

Needless, to say that all statements extend to completions or closures under the assumed

compatibility conditions. We do not go into details, because it is fairly clear from the corre-

sponding arguments in Chapter 11. We only mention as typical example for the argument

that the assumption of normality for Ts+t,t (when B and At are von Neumann algebras)

guarantees that Ĕ
s

s+t,t is a von Neumann At–B–module.
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Chapter 15

Outlook

In this chapter we summarize what we achieved about product systems and compare it with

existing results in special cases. Then we put it into contrast with open problems for which

we have not yet a solution or only a partial solution.

15.1 Existing and open correspondences

By Theorem 14.1.1 we associate with any strict E0–semigroup ϑ on Ba(E) a product system

E¯, if at least one unit vector ξ ∈ E exists. Moreover, we construct an isomorphism of E¯Et

and E such that ϑ can be recovered as ϑt(a) = a ¯ idEt . Proposition 14.1.2 asserts that

E¯ does not depend (up to isomorphism) on the choice of ξ. Theorem 14.1.5 tells us that

two strict E0–semigroups ϑ and ϑ′ on Ba(E) have the same product system, if and only if

they are outer conjugate. (These results require no assumption on some continuity of the

t–dependence of ϑ. The form we recover ϑ with the help of the associated product system

shows, however, that strictness of each ϑt is indispensable.)

Specialization to the case where E = G is some Hilbert space (and strongly continuous

normal E0–semigroups with T = R+), gives us back Bhat’s construction [Bha96] of product

system which is, as discussed in Example 14.1.3, equivalent to the result of Arveson’s original

construction [Arv89a].

Arveson’s result [Arv90b] that any Arveson system arises in that way from an E0–semi-

group is, presently, out of our reach and probably wrong in the stated algebraic generality.

First, we must find the correct technical conditions replacing Arveson’s measurability as-

sumptions on the product system. For the time being, from our construction in Theorem

14.1.1 we cannot say much more than that, starting from a product system E¯, its mem-

bers Et should be embeddable (as right modules) isometrically into a fixed (pre-)Hilbert

B–module E with a unit vector ξ. In this case there would also be supply for measurability

239
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conditions on certain cross sections.

The following diagram illustrates the situation.

(E, ϑ, ξ)
[Ske00a] //

))

E¯
?

oo

uu
specialization

uu ))
(G, ϑ, g)

[Bha96] (∼ [Arv89a]) //
H ⊗̄

[Arv90b]
oo

If (E, ϑ, ξ) and (E, ϑ′, ξ′) are strict E0–semigroups on the same Ba(E) with possibly different

unit vectors ξ, ξ′ but isomorphic product sytems E¯ ∼= E ′¯, then we know from Proposi-

tion 14.1.2 and Theorem 14.1.5 that the semigroups are outer conjugate, as with normal

E0–semigroups on B(H) and Arveson systems. However we know nothing like that, if E

is not isomorphic to the module E ′ where ϑ′ lives. In particular, we do not know, whether

this may happen at all.

The situation gets considerably more complicated, if the triple (E, ϑ, ξ) is a weak dilation.

By Proposition 14.1.6 this is the case, if and only if 〈ξ, ϑt(ξξ
∗)ξ〉 = 1 for all t ∈ T, in which

case the mappings Tt = 〈ξ, jt(•)ξ〉 with jt = ϑt(ξ • ξ∗) form a unital CP-semigroup T on B
dilated by ϑ, and the jt form a weak Markov flow j on E for T . The product system E¯

associated with this weak dilation has a unital unit ξ¯ and T ξ = T . By Theorem 14.1.8 we

may always pass from a dilation (E, ϑ, i, ξ) to the weak dilation (E, ϑ, ξ).

Conversely, if we start with a product system E¯ with a unital unit ξ¯, then the one-

sided inductive limit from Section 11.4 provides us with a dilation (E, ϑ, ξ) of the unital

CP-semigroup T ξ. If E∞ = E, this dilation is called primary. In general, the pair (E¯, ξ¯)

constructed from an arbitrary weak dilation (E, ϑ, ξ) gives us back the weak dilation via the

one-sided inductive limit, if and only if it is primary.

Also starting from a unital CP-semigroup T , the two-sided inductive limit from Section

11.3 provides us with a product system E¯ and a unital unit ξ¯. The product system is the

minimal, i.e. E{ξ}¯, whence by Proposition 12.1.1 the dilation constructed via the one-sided

inductive limit is the minimal one, i.e. ξ is cyclic for the weak Markov flow j.

We illustrate this.

(E, ϑ, i, ξ)

[Ske00a] ((RRRRRRRRRRRRRR
T T ξ

[BS00]

))SSSSSSSSSSSSSSSSS

(E, ϑ, ξ)
[Ske00a]

vvlllllllllllllll

restr. ((RRRRRRRRRRRRRR

[Ske00a]

OO

[Ske00a] //

?
hhRRRRRRRRRRRRRR

(E¯, ξ¯)
restr. //

[BS00]

²²

OO

(E{ξ}¯, ξ¯)

[BS00]

²²

iiSSSSSSSSSSSSSSSSS

E¯=E{ξ}¯
oo_ _ _ _ _ _

(E, j)
restr.

// (E∞, j) (E∞, ϑ, ξ)
restr.

//
restr.

oo

E=E∞
hhR R R R R R R

(Emin, ϑ, ξ)
E∞=Emin

oo_ _ _ _ _ _
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Here the interrupted arrows hold, if and only if the assigned conditions hold. Thus, starting

with a dilation (E, ϑ, ξ) and going upwards to the CP-semigroup T , the clockwise way

arround the diagram gives back the dilation, if and only if E = Emin, i.e. if the dilation

is the GNS-dilation of T . Restricting the GNS-dilation ϑ on Ba(Emin) to A∞ = alg jT(B),

we obtain the minimal e0–dilation from Bhat [Bha99]. Open is the question, in how far

it is possible to turn a weak dilation (E, ϑ, ξ) into other types of dilation (E, ϑ, i, ξ), in

particular, into unital dilations. There is a partial result by Bhat [Bha01] who provides us

with a criterion (cf. Remark 13.2.9) to decide from the form of the generator of a normal

uniformly continuous unital CP-semigroup on B(G), whether the E0–semigroup of the GNS-

dilation coincides with the unital dilation constructed from that generator on the symmetric

Fock space with the help of Hudson-Parthasarathy calculus.

On the level of dilation the relation of the diagram with existing work on B(G) is rather

boring. Choosing any unit vector in G we obtain a dilation of the only possible unital

CP-semigroup C, namely, id. It is more interesting to think of the construction of a product

system from a CP-semigroup as a generalization of Arevson’s construction of a product

system from an E0–semigroup on B(G). The generalization has two aspects. Firstly, passing

from E0–semigroups to CP-semigroups T but still on B(G). This was done already by Bhat

[Bha96] who constructed the unique minimal dilation to an E0–semigroup on some B(H)

and then applied Arveson’s construction. We pointed out that we arrive at the same result,

we if construct our product system of von Neumann B(G)–B(G)–modules and then restrict

our attention to the subsystem of Hilbert spaces consisting only of the centers as explained

in Example 11.1.4. Secondly, we can stay with E0–semigroups but now on an arbitrary

(unital) C∗–algebra B. We discussed this in Example 11.1.3. Restrospectively, it is clear

that this is not more than a restriction from our construction for CP-semigroups, and also

the extraction of Arveson’s results for B = B(G) is the same as before. An interesting

question is what happens in the case B = Ba(E) for some (pre-)Hilbert C–module. What

is the relation of the product system
(Bt

)
t∈T of B–B–modules from Example 11.1.3 and the

product system E¯ of C–C–modules constructed in Theorem 14.1.1? Presently, we do not

know the answer. We expect, however, from the example C = C that there are interesting

relations.

15.2 Type II product systems

In Section 11.3 we associated with each CPD-semigroup T on a set S with values in KS(B)

a GNS-product system E¯ and a mapping ξ : S → U(E¯), σ 7→ ξσ¯ such that Tσ,σ′
t (b) =

〈ξσ
t , bξσ′

t 〉 and such that the subset ξS¯ ⊂ U(E¯) of units for E¯ is totalizing. An arbitrary

product system E¯ arises in this way, if and only if it is of type I. Any product system



242 Chapter 15. Outlook

contains a type I subsystem generated by its units

Similarly, type I Arveson systems are those which admit a totalizing set of units. How-

ever, Arveson’s units have to fulfill a measurability requirement. One can show that an

arbitrary normalized unit differs from a measurable unit just by a possibly non-measurable

phase function and that to any algebraic normalized unit there exists a measurable struc-

ture on the product system for which this unit is measurable; see Liebscher [Lie00a]. The

measurability conditions assure that inner products among measurable units are continuous

time functions. We see that in the case of Arveson systems we start with nothing and end

up with continuous units.

In our case, in general, it is neither possible to normalize a unit (and also for a continuous

unit it is not a triviality) nor do we know in how far the CP-semigroup T ξ for a normal-

ized unit ξ¯ differs from a measurable (in what sense ever) CP-semigroup. Therefore, we

restricted our attention to type Ic product systems which are generated by a set S ⊂ U(E¯)

of units for which the associated CPD-semigroup U ¹ S is uniformly continuous. By The-

orem 11.6.7 this is equivalent to that inner products among units from S are continuous

time functions. In Chapter 13 we showed that type Ic product systems are contained in a

time ordered product system and that type Iscn product systems are time ordered product

systems of von Neumann modules (generalizing the fact that type I Arveson systems are

time ordered Fock spaces). Example 7.3.7 shows that type Iscn product systems may have

units which are only strongly continuous. We consider it as an interesting question, whether

it is possible to extend the preceding result to type Issn product systems (i.e. the strongly

totalizing set S of units leads to a CPD-semigroup U ¹ S which may be only strongly con-

tinuous). This would imply that type Issn product systems, actually, are type Iscn. We hope

that as many type Is product systems as possible turn out to be type Iscn so that, at least,

for von Neumann modules there can be a single definition of type I.

Type II Arveson systems are those which admit at least one (measurable) unit (and

are not type I). Already Arveson pointed out that life is much easier, if there is a unit.

For instance, the construction of an E0–semigroup from an Arveson system with unit was

already mentioned in [Arv89a], whereas the construction for general Arveson systems had

to wait until the last one [Arv90b] in a series of four long articles. Zacharias [Zac96, Zac00]

shows many properties of Arveson’s spectral algebras [Arv90a] (among these their K-theory

and their pure infiniteness) if the underlying product systems have at least one unit.

In our case the existence of a unital unit allows to embed all members Et of a product

system E¯ into one space, namely, the one-sided inductive limit E as constructed in Section

11.4. In Section 12.5 we explain how this can be used to define the analogue of Arveson’s

spectral algebra. Also a measurable structure drops out immediately, by saying that a family(
xt

)
t∈T of elements xt ∈ Et is measurable, if the function t 7→ xt ∈ E is measurable.
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We used a similar definition for continuity of units relative to a fixed (continuous) one

already in Section 11.6. By Theorem 11.6.7 the continuity of a set S of units relative

to a fixed one implies continuity of any unit in S relative to any other and, therefore, is

an intrinsic property of S not refering to the inductive limit constructed from one of the

units. This is similar to Section 13.1 where existence of a single central unit among a

set of continuous units allowed already to conclude that the generator of the associated

CPD-semigroup is a CE-generator.

Let us recall that the type Iscn product system generated by a single continuous unit is

all of a certain time ordered system of von Neumann modules and, therefore, contains not

only a unital, but also a central unital unit (for instance, the vacuum of that time ordered

system). Conversely, we pointed out that extistence of a central unit in such a system is

equivalent to the results by Christensen and Evans [CE79]. (We repeat the question, whether

it is possible to show extistence of a central unit without utilizing [CE79], thus, giving an

independent proof of [CE79].) Finally, by Example 11.2.6 in the case B = B(G) the central

units for a product system of von Neumann modules correspond precisely to the Arveson

units for the central subsystem of Hilbert spaces. We propose the following defintion of type

II product systems and leave a detailed analysis in how far the internal structure (such as

independence of the maximal type I subsystems of the choice of a reference unit) to future

work. The remaining product systems should be type III, however, until now it is totally

unclear, how to impose technical conditions to them (in a reasonable way, of course).

15.2.1 Definition. A product system E¯ is type II, if it is not type I and has at least one

central unital unit. It is type IIc if this unit can be chosen continuous (i.e. T ξ is uniformly

continuous). If we speak about product systems of Hilbert modules and von Neumann

modules, then we write type II and type IIs, respectively. It follows that a product system

of von Neumann modules is type IIsc (or, actually, type IIscn), if it has a continuous unit.

Liebscher [Lie00a] shows us a way to associate (on-to-one) with an Arveson system a

type II Arveson system. We believe that his construction works also for Hilbert modules.

15.3 Index

Two E0–semigroups on B(G) may be tensorized to obtain a new E0–semigroup on G ⊗̄G.

If G is inifinite-dimensional and separable as in Arveson’s set-up, then so is G ⊗̄ G and,

therefore, again isomorphic to G. (We could try to speak of a tensor product within the

category of E0–semigroups on B(G). However, because it is not reasonable to distinguish a

certain isomorphism of G ⊗̄G and G, the operation of tensor product is rather an operation

up to unitary isomorphism.) In general, there is no reason to restrict the dimension of G to
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a certain value, and we speak of a tensor product of pairs (G, ϑ) and (G′, ϑ′) giving a new

pair (G⊗G′, ϑ⊗ ϑ′).

The Arveson system H ⊗̄ of any E0–semigroup ϑ contains a maximal type I Arveson

subsystem H ⊗̄
I generated by its (measurable) units which is isomorphic to IΓ⊗(H) for some

Hilbert space H which is determined by the product system up to unitary isomorphism.

In other words, we can associate with any Arveson system a number in n ∈ N0 ∪ {∞},
the so-called index being the dimension of H; see Arveson [Arv89a]. (There is no reason

to exclude the cases n = 0 and H non-separable.) For type I Arveson systems we have

IΓ(H)⊗ ⊗̄ IΓ⊗(H′) = IΓ⊗(H⊕H′) so that the indices are additive under tensor product (thus,

justifying the name index ). One can show (roughly speaking, because units in the tensor

product of two Arveson systems must be elementary tensors of units) that the same is true

for non-type III systems. Putting by hand the index of a type III system to ∞, we obtain

that the index is an invariant of Arveson systems for outer conjugacy of E0–semigroups on

Hilbert spaces, which is additive under tensor product.

Also in our product systems we have that a type IIscn system E ¯̄ s

contains (after having

fixed a continuous unit, replacing somehow Arveson’s measurability requirements) a maxi-

mal type Iscn subsystem E
¯̄ s

I isomorphic to some IΓ¯s(F ) and F is determined by E ¯̄ s

up

to (two-sided) isomorphism. The module F (by Proposition 14.1.2 and Theorem 14.1.5 an

outer conjugacy invariant of the E0–semigroup ϑ constructed from any of the unital contin-

uous units) is, however, no longer determined by a simple dimension. If we want to define

an index, then we have to consider the whole space F as a candidate. But then we have

to ask what is the operation among product systems which sends IΓ¯(F ) and IΓ¯(F ′) to

IΓ¯(F ⊕F ′). Alternatively, we can ask what is the operation among weak dilations (E, ϑ, ξ)

which sends (IΓ¯(F ), S, ω) and (IΓ¯(F ′), S, ω) to (IΓ¯(F ⊕ F ′), S, ω). Since we do not yet

know the answer, we hesitate to call the invariant F of product systems of von Neumann

modules (maybe, paired with with a continuous unit) an index.

The described problem is typical for independence over the algebra B in the sense

that we have to put together two B–algebras in order to obtain a new one which contains

the two as B–subalgebras. The proper independence (over C) in Arveson’s framework is

tensor indpendence and the construction is just the tensor product. But already in [Ske98a]

we pointed out that a tensor product of B–algebras in general cannot be eqipped with a

reasonable multiplication law. An exception are centered B–algebras as considered in Skeide

[Ske96, Ske99a]. Also Landsman [Lan99] constructed a different example. For the solution of

our problem we expect a module variant of the independence arising by looking at creators

and annihilators on the time ordered Fock space (see Example 9.1.4) as introduced by Lu

and Ruggeri [LR98]. This independence is also subject to a systematic investigation by

Muraki [Mur00].



Part IV

Quantum stochastic calculus

The beginning of quantum stochastic calculus how it is used today is probably the calculus

on the symmetric Fock space Γ(L2(R+, H)) by Hudson and Pathasarathy [HP84]. (Cf.,

however, also the works [AH84] devoted to a calculus on the Fermi Fock space and [BSW82]

devoted to the Clifford integral.) The free calculus on the full Fock space F(L2(R+)) was

introduced by Kümmerer and Speicher [KS92, Spe91]. Shortly later Fagnola [Fag91] showed

that free calculus fits after very slight modifications into the representation free calculus in

Accardi, Fagnola and Quaegebeur [AFQ92].

One of the main goals of quantum stochastic calculus is to find unital dilations of unital

CP-semigroups on a unital C∗–algebra B (see Section 10.1). In usual approaches the initial

algebra B is taken into account by considering the tensor product of the Fock space by an

initial space G on which B is represented. In the calculi in [HP84, KS92, Spe91] the dilation

problem has been solved for special CP-semigroups on B(G), namely, those with (bounded)

Linblad generator [Lin76] of one degree of freedom (i.e. the one-particle sector is L2(R+)

and in each of the possibly infinite sums of Equation (17.1.1) only one summand remains).

A general Lindblad generator (for separable G) requires a calculus with arbitrary degree of

freedom (with one-particle sector L2(R+,H)). For the symmetric calculus this problem was

solved in Mohari and Sinha [MS90] where infinite sums of integrators appear. A similar

calculus on the full Fock space was treated in Fagnola and Mancino [FM92]. (However, this

calculus is only for one-sided integrals and the conservation integral is only mentioned.)

Here we concentrate on the free calculus on the full Fock module as developed in Skeide

[Ske00d]. Already in the case of Lindblad generators (i.e. CP-semigroups on B(G)) it has

enormous advantages using Hilbert modules just as a language. The initial space disappears.

Instead, we consider two-sided Hilbert modules over B(G). The infinite sums of integrators

are replaced by a finite sum (just one summand for creation, annihilation, conservation and

for time integral). We explain this in Section 17.1.

However, a calculus on Fock modules does more. It allows to find dilations for (bounded)

generators of CP-semigroups on arbitrary C∗–algebras B whose form was found by Chris-

tenson and Evans [CE79]. Recently, Goswami and Sinha [GS99] introduced a calculus on

a symmetric Fock module (Skeide [Ske98a]), and used it to solve the dilation problem for

Christensen-Evans generators.
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The one-particle sector is obtained by GNS-construction from the generator and, there-

fore, it is a Hilbert B–B–module. One problem which had to be faced in [GS99] is that (see

Chapter 8) the symmetric Fock module over an arbitrary Hilbert B–B–module does not

exist without additional assumptions. One sufficient assumption is that the Hilbert module

is centered. We know that von Neumann B(G)–B(G)–modules are always centered (see

Example 3.3.4). And, indeed, in [GS99] it is one of the first steps to embed the the Hilbert

B–B–module which arises by GNS-construction into a bigger Hilbert B(G)–B(G)–module.

On the contrary, a full Fock module can be constructed over arbitrary one particle sectors.

Therefore, in our case we do not have to enlarge the one-particle sector.

A first attempt for a calculus on a full Fock module was made by Lu [Lu94] where the

calculus lives on the Fock module F(L2(R+,A)) (instead of F((L2(R+, E)). As A is the

simplest A–A–module possible, the module structure of the one-particle sector very simple.

In fact, the calculus is isomorphic to the calculus on G ⊗̄ F(L2(R+)) in [KS92] where A
is represented on G. However, the algebra A = Ba(F(E)) is very big and contains the

original algebra B only as a, usually, very small subalgebra. We also mention the abstract

calculus by Hellmich, Köstler and Kümmerer [HKK98, Kös00, Hel01] where a one-to-one

correspondence between additive and multiplicative adapted cocycles with respect to an

abstract white noise is established. These results are, however, restricted to the set-up of

von Neumann algebras with faithful normal (invariant) states.

Our approach to calculus is inspired very much by [KS92] and we borrowed also some

essential ideas from [Spe91] as far as conservation integrals are concerned. [KS92] develops

stochastic integration for creation and annihilation processes. All limits there are norm lim-

its. Taking into account also conservation integrals destroys norm convergence. In [Spe91]

this problem is solved with the help of a kernel calculus. We follow, however, the ideas in

Skeide [Ske98b] and use the ∗–strong topology, dealing always with concrete operators.

The basic idea in [KS92, Spe91] is probably to use the graduation on the Fock space in

order to define a new norm. It is this idea which is responsible for the fact that we are in a

position to find a calculus of bounded operators. In Appendix A.3 we present this idea in a

general set-up and we proof the necessary generalizations for strong limits.

For the full Fock module basic operators on it we use the notations from Chapter 6.

In particular, the generalized creators and annihilators as introduced in [Ske98b] simplify

notation considerably. Our notion of adaptedness (defined in Section 6.3, again following

[Ske98b]) is simpler and more general than the original notion in [KS92]. Also here the gen-

eralized creators play a crucial role in drawing consequences of adaptedness in a transparent

way.

In [KS92] the theory is developed for processes which belong to some L4–space. This
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is in some sense the most general class possible. Here we consider ∗–strongly continuous

processes. This is sufficient, because all integrals lead to processes belonging to this class.

Additionally, our restriction has the advantage that all integrals are limits of Riemann-

Stieltjes sums. On the other hand, our theory is dealing with very general integrators.

(Whereas the integrators in [KS92, Spe91] are the simplest possible.) In fact, our integra-

tors are so general that the differential equation resolving the dilation problem has not a

single coefficient. The function spaces from which we take our processes and integrators are

introduced in Appendix B.

In Section 16.1 we show existence of integrals for the considered class of processes and in-

tegrators. In Section 16.3 we show that conservation integrals are essentially non-continuous.

In Section 16.4 we establish the Ito formula. As the techniques used here depend highly on

the class of processes and integrators, these sections differ considerably from the correspond-

ing Sections in [KS92]. In particular, the results in Section 16.3 are much more involved

than the corresponding results in [Spe91].

In Section 16.2 we show existence and uniqueness of solutions of differential equations.

In Section 16.6 we establish that solutions of particular differential equations, those with

“stationary independent increments”, have cocycles as solutions. In Section 16.5 we state

necessary and sufficient conditions for unitarity of the solution and in Section 16.7 we use

the results to solve the dilation problem for a general Christensen-Evans generator. The

ideas to all proofs in these sections are taken directly from [KS92, Spe91]. It is noteworthy

that, actually, the proofs here, although more general, are formally simpler than the original

proofs. (This is due to absence of coefficients in our differential equations.)

In Section 17.1 we explain that the calculus on the full Fock space G ⊗̄ F(L2(R,H))

([KS92, Spe91] treated only the case H = C) is contained in our set-up. In Section 17.2

we show that the calculus on the boolean Fock module is included. In particular, we show

that the (non-conservative) CP-semigroups T on B which may be dilated with the help

of a boolean calculus are precisely those having the form Tt(b) = btbb
∗
t where bt = et

( ∈ B, Re  ≤ 0) is a semigroup of contractions in B. Finally, we extend our uniqueness

results from Sections 16.3 and 16.4 to differential equations with arbitrarily many summands.

This is done by the same trick as in Section 13.5, simple for modules, but completely out

of reach for Hilbert spaces.

Convention: In the sequel, in constructs like ‘quantum stochastic calculus’ or ‘quantum

stochastic differential equation’, etc., we leave out the words ‘quantum stochastic’.

Since we are interested mainly in adapted processes, the steps in a Riemann-Stieltjes sum

take their value from the left border. Consequently, we do not consider all step functions,
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but only those where indicator functions to left closed and right open intervals are involved.

The limits of such functions are precisely the (strongly) right continuous functions with

left (strong) limit in each point, the so-called (strong) càdlàg functions (continue à droite,

limitée à gauche).

The full Fock module and operators on it are defined in Chapter 16. Results related

to the grading on the Fock space are collected Appendix A.3. The function spaces used

throughout and their basic properties, are introduced in Appendix B. Particularly important

is Appendix B.4 where we investigate the general properties of integrals over càdlàg functions

like (B.4.1) without refering to the “stochastic structure”. Existence of all integrals in

Chapter IV is covered either by Observation B.4.3, or by Proposition B.4.5. Adaptedness

is explained in Section 6.3.

Convention: The notions from Appendix B will be used, usually, without mention. The

results in Appendix B.4 form a vivid part of Chapter 16.



Chapter 16

Calculus on full Fock modules

16.1 Integrals

In this section we define the ∗–algebra A1 of adapted processes and define for them stochastic

integrals with respect to creation, annihilation, conservation processes, and the time inte-

gral. We use, however, a condensed notation where, formally, only conservation integrals

appear, however, where the class of processes which are allowed as integrands is bigger. This

condensed notation does not contain more or less information. It allows, however, for more

economic proofs.

Let B be a unital C∗–algebra and let F be a B–B–Hilbert module. We work on the

full Fock module F = F(E∞). Recall Observation 6.3.8 for E∞ and related notions. See

Definitions 6.2.1 and 6.2.2 for the graded structure of F and B = Ba(F). We abbreviate

also Fg = Fg(E∞) and F1 = F1(E∞).

16.1.1 Remark. The arguments of our integrators are in L∞
loc(R, F ) and L∞

loc(R,Ba(F )),

respectively. They enter integrals only as restrictions to some compact interval K = [τ, T].

For a simple function x ∈ L∞
loc(R,F) (or a step function; see Remark B.4.8) we have

‖x‖K ≤ ‖x‖K
2 ≤ √

T − τ ‖x‖K
ess ≤ √

T − τ ‖x‖K
∞

so that L∞(K,F )“⊂”L∞(K, F ) ⊂ L2
B(K,F ) ⊂ L2(K,F ) (of course, the “embedding”

L∞(K, F ) → L∞(K, F ) is not faithful). Moreover, the elements of L∞(K, Ba(F )) act

as bounded operators on L2(K,F ) and leave invariant L∞(K, F ), L∞(K, F ). See Appendix

B.1 for details.

As explained in the beginning, we express all our integrals in such a way that they for-

mally look like conservation integrals. So we use only one integrator function p ∈ L∞
loc(R,B1)

249
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with pt = p(II(−∞,t]). The form of Riemann-Stieltjes sums as in (B.4.1) with two processes

as integrands reminds us of an inner product with values in Ba(F). We make this explicit.

Let K = [τ, T] be compact intervall and let P be a partition in PK . By setting

(
A,B

)
P

=
N∑

k=1

Atk−1
dptk Btk−1

,

we define a Ba(F)–valued, Ba(F)–Ba(F)–bilinear (i.e.
(
aA,Ba′

)
P

= a
(
A,B

)
P
a′ for all

a, a′ ∈ Ba(F)) mapping on the Ba(F)–Ba(F)–module of all mappings R → Ba(F). By

the following lemma this mapping is positive (i.e.
(
A∗, A

)
P
≥ 0) so that we may speak of a

bilinear (not a sesquilinear) inner product. Of course,
(
A,B

)∗
P

=
(
B∗, A∗)

P
.

16.1.2 Lemma. For all functions A, B : R→ Ba(F) we have

(
A,B

)
P

=
(
A,1

)
P

(
1, B

)
P
. (16.1.1)

Proof. This follows immediately from dptkdpt` = dptk δk`.

16.1.3 Corollary. We have the Cauchy-Schwarz inequality

∣∣(A,B
)

P

∣∣2 =
(
1, B

)∗
P

(
A,1

)∗
P

(
A,1

)
P

(
1, B

)
P

≤
∥∥(

A,1
)∗

P

(
A,1

)
P

∥∥ (
1, B

)∗
P

(
1, B

)
P

=
∥∥(

A,A∗)
P

∥∥ (
B∗, B

)
P
.

Lemma 16.1.2 may be considered as a particularly simple example for an Ito formula. We

see that in order to analyze under which circumstances the two-sided integral
∫

At dpt Bt ex-

ists, it is sufficient to understand under which circumstances the one-sided integrals
∫

dpt Bt

and
∫

At dpt exist. Of course, the two typs are adjoints of eachother (put A = B∗). There-

fore, if we show existence of both one-sided integrals as a strong limit, actually, we show that

both exist as ∗–strong limits. If, additionally, the nets
(
A,1

)
P

and
(
1, B

)
P

are bounded,

then also the net
(
A,B

)
P

converges ∗–strongly.

Lemma 16.1.2 holds for arbitrary processes A,B. In order to show convergence of the

inner product
(
A,B

)
P
, we have to restrict our processes to smaller classes.

16.1.4 Definition. The ∗–algebra of processes P = Cs(R, Ba(F)) ∩ Cs(R,Ba(F))∗ consists

of all families A =
(
At

)
t∈R of elements At ∈ Ba(F) which are ∗–strongly continuous as

mappings t 7→ At. Let K be a compact intervall. Then PK is nothing but the C∗–algebra

Cs(K, Ba(F)) ∩ Cs(K, Ba(F))∗

We decompose P into the homogeneous subspaces P(n) = {A ∈ P : At ∈ B(n) (t ∈ R)}
(n ∈ Z). By Pg we denote the algebraic direct sum over all P(n) and by P1 we denote its
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completion with respect to the `1–norm ‖•‖1 as defined in Appendix A.3. We use similar

notations for PK .

The ∗–algebra of adapted processes A consists of all A ∈ P such that At is adapted to

Et. By Aτ ⊂ P we denote the ∗–algebra of those processes where At is adapted to Et at

least for t ≥ τ . We set A(n) = A ∩P(n), Ag = A ∩Pg, and A1 = A ∩P1. We use similar

notations for AK and Aτ .

We are interested in showing existence of the following four limits over PK . Firstly,(
A, B

)
P

where A,B are adapted. This corresponds to the usual conservation integral.

In order to include also an argument T ∈ L∞
loc(R,Ba(F )) for the integrator, we consider

the slightly more general
(
A, p(T )B

)
P

=
(
Ap(T ), B

)
P
. Secondly,

(
A, `∗(IIKx)B

)
P

where

x ∈ L∞
loc(R, F ) (so that IIKx ∈ E∞), and, thirdly, its adjoint. These correspond to the usual

creation integral and annihilation integral, respectively. Fourthly,
(
A`(IIKx), `∗(IIKy)B

)
P

where x, y ∈ L∞
loc(R, F ). This corresponds to the integral with respect to the operator valued

measure µx,y([s, t]) = 〈x, II [s,t]y〉.
We start with the last one. Obviously

`(IIKx) pt `
∗(IIKy) = 〈x, II [τ,t]y〉 =

∫ t

τ

〈x(s), y(s)〉 ds

(t ∈ K) where by Cauchy-Schwarz inequality 〈x(t), y(t)〉χK(t) is a bounded function. In

other words, the assumptions of Proposition B.4.5 are fulfilled and we are concerned with a

generalized time integral.

16.1.5 Corollary. The integral

∫ T

τ

At dµx,y
t Bt := lim

P∈PK

(
A`(IIKx), `∗(IIKy)B

)
P

exists ∗–equistrongly for all A,B ∈ P, and it concides with
∫ T

τ
At〈x(t), y(t)〉Bt dt.

Moreover,

∥∥(
A`(IIKx), `∗(IIKy)B

)
P

∥∥ ≤ (T − τ) ‖x‖K ‖y‖K ‖A‖K ‖B‖K

and, in particular,

∥∥(
1, `∗(IIKx)A

)
P

∥∥ =
∥∥(

A∗`(IIKx),1
)

P

∥∥ ≤
√

T − τ ‖x‖K ‖A‖K (16.1.2)

for all A,B : R→ Ba(F).

Let us come to the remaining integrals.
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16.1.6 Lemma. Let A : R→ B(n) (n ∈ Z) be an adapted function. Then

∥∥(
A,1

)
P

∥∥ =
∥∥(

1, A∗)
P

∥∥ ≤ ‖A‖K .

Proof. Observe that A∗
t At ∈ B(0). Therefore, by Corollary 6.3.7 and the relations in

Proposition 6.1.3 we have

∣∣∣
N∑

k=1

Atk−1
dptk

∣∣∣
2

=
N∑

k,`=1

dptk A∗
tk−1

At`−1
dpt` =

N∑

k,`=1

dptk E0(A
∗
tk−1

At`−1
) dpt`

=
N∑

k=1

dptk E0(A
∗
tk−1

Atk−1
) dptk ≤

(‖A‖K)2
N∑

k=1

dptk ≤
(‖A‖K)2

.

16.1.7 Proposition. All Riemann-Stieltjes sums (•, •)P are bounded in `1–norm on the

considered class of processes. More precisely, let A,B ∈ Aτ
1, x, y ∈ L∞

loc(R, F ), and T ∈
L∞

loc(R,Ba(F )). Then

∥∥(
A, p(T )B

)
P

∥∥
1

=
∥∥(

Ap(T ), B
)

P

∥∥
1
≤ ‖T‖K ‖A‖K

1 ‖B‖K
1 (16.1.3a)

∥∥(
A, `∗(IIKx)B

)
P

∥∥
1

=
∥∥(

B∗`(IIKx), A∗)
P

∥∥
1
≤
√

T − τ ‖x‖K ‖A‖K
1 ‖B‖K

1 (16.1.3b)

∥∥(
A`(IIKx), `∗(IIKy), B

)
P

∥∥
1
≤ (T − τ) ‖x‖K ‖y‖K ‖A‖K

1 ‖B‖K
1 (16.1.3c)

Proof. By Lemma A.3.1 it is sufficient to show the estimates for homogeneous processes

A,B. By Corollary 16.1.3 and Lemma 16.1.6 we find

∥∥(
A, p(T )B

)
P

∥∥ ≤ ‖A‖K
∥∥(

1, p(T )B
)

P

∥∥ = ‖A‖K
∥∥(

p(T ), B
)

P

∥∥
= ‖A‖K

∥∥p(T )
(
1, B

)
P

∥∥ ≤ ‖T‖K ‖A‖K ‖B‖K .

This shows (16.1.3a). Equations (16.1.3c) and (16.1.3c) follow in a similar manner from

Corollary 16.1.5.

16.1.8 Theorem. Let A,B ∈ Aτ
1, x, y ∈ L∞

loc(R, F ), and T ∈ L∞
loc(R,Ba(F )). Then the

conservation integral

∫ T

τ

At dpt(T ) Bt := lim
P∈PK

(
A, p(T )B

)
P
, (16.1.4a)

the creation integral

∫ T

τ

At d`∗t (x) Bt := lim
P∈PK

(
A, `∗(IIKy)B

)
P
, (16.1.4b)
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and the annihilation integral

∫ T

τ

At d`t(x) Bt := lim
P∈PK

(
A`(IIKx), B

)
P

(16.1.4c)

exist, like the (generalized) time integral
∫ T

τ
At dµx,y

t Bt =
∫ T

τ
At〈x(t), y(t)〉Bt dt, as ∗–equi-

strong limits in the ∗–strong topology of B1.

Moreover, for all four integrators the process M defined by setting

Mt =





∫ t

τ
As dIs Bs for t ≥ τ

0 otherwise
(16.1.5)

is an element of Aτ
1.

Proof. By Proposition 16.1.7 the assumptions of Lemma A.3.2 are fulfilled so that we

may reduce to homogeneous elements. Moreover, all nets are bounded. Therefore, as

explained after Corollary 16.1.3, it is sufficient to show strong convergence in each of

the cases
(
1, B

)
P

and
(
1, `∗(IIKx)B

)
P

and the respective adjoints. (Of course, the case(
1, p(T )B

)
P

= p(T )
(
1, B

)
P

is included in the case
(
1, B

)
P
.)

By Lemma 6.3.5, in
(
1, B

)
P

we may replace B by the process ̂̀(B∗ω) which is ‖•‖1–

continuous by Corollary 6.2.7. Therefore, by Proposition 16.1.7 we are in the first case of

Proposition B.4.3. This even settles norm convergence of both
(
1, B

)
P

and
(
B∗,1

)
P
.

Strong convergence of
(
1, `∗(IIKx)B

)
P

is settled by the strong analogue

∥∥(
1, `∗(IIKx)B

)
P
Z

∥∥ ≤
√

T − τ ‖x‖K ‖B‖K
Z

of (16.1.2) for all Z in the whole domain F .

For the case
(
B∗`(IIKx),1

)
P

we choose Z = z ¯ Z ′ where z ∈ L∞
loc(R, F ) ∩ E∞, and

Z ′ ∈ F . We find

`(IIKx) dptkZ = 〈IIKx , dII tk z〉Z ′.

Therefore, by Corollary 16.1.5

(
B∗`(IIKx),1

)
P
Z =

(
B∗`(x), `∗(z)1

)
P
Z ′ −→

∫ T

τ

B∗
t dµx,z

t 1Z ′ (16.1.6)

equiuniformly. Since the net
(
B∗`(x),1

)
P

is bounded, and since the z ¯ Z ′ form a total

subset of F , we obtain equistrong convergence on F .

Clearly, Mt is adapted to Et. And, clearly, by Proposition 16.1.7 the time, creation,

and annihilation integrals depend even continuously on their upper bound. To see strong
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continuity (once again, this is sufficient by symmetry under adjoint) of the conservation

integral, we also may consider
∫ T

τ
B∗

t dpt and
∫ T

τ
dpt Bt separately. The former case is clear

by (16.1.6). For the latter the idea is the same, but we need a more refined argument. We

choose B ∈ Aτ (−n) where n ≥ 0 (otherwise ̂̀(B∗ω) = 0), and Z = Z(n) ¯ z ¯ Z ′ where

Z(n) ∈ E(n) and z, Z ′ as before. We find

∥∥(
1, B

)
P
Z

∥∥2
=

∥∥〈Z,
(
B∗, B

)
P
Z〉

∥∥
=

∥∥〈Z ′,
(
ζ∗`(IIKz), `∗(IIKz)ζ

)
P
Z ′〉

∥∥ ≤ (T − τ)
(‖ζ‖K)2 ‖Z ′‖2

for all P ∈ PK , where ζ is the adapted process t 7→ 〈ω, BtZ
(n)〉 ∈ B ⊂ B1. For P sufficiently

fine,
(
1, B

)
P
Z is close to

∫ T

τ
dpt BtZ. This implies strong continuity on a total subset, hence,

everywhere.

16.1.9 Remark. In the sequel, we will use shorthand notations like

∫ T

τ

AdI B =

∫ T

τ

At dIt Bt,

∫ t

τ

AdI B = Mt, and

∫
AdI B = M,

if no confusion can arise. But keep in mind that Mt = 0 for t ≤ τ .

16.1.10 Remark. As the proof shows, many statements in Theorem 16.1.8 can be specified

further. Additionally, weakening the convergence to ∗–strong convergence, all integrals exist

also if the processes are only ∗–strong càdlàg functions.

Conversely, if we restrict to continuous integrands, then also the creation, annihilation,

and time integral converge in norm. Therefore, if we omit the conservation integral (which

is essentially non-continuous; see Lemma 16.3.2), then we may restrict like in [KS92] to a

theory of continuous processes where everything converges in norm.

We also mention that for most statements it is not necessary to factorize according

to Lemma 16.1.2. We emphasize, however, that convergence of the annihilation integral

becomes much more complicated without this factorization.

16.1.11 Remark. In [Lie98] Liebscher considers a generalization of the usual conserva-

tion integral in the calculus on the symmetric Fock space by Hudson and Parthasarathy

[HP84, Par92]. In this generalization the conservation integral is explained not only for

time functions T , but for all operators T ∈ Ba(E∞). Unlike the usual behaviour in sym-

metric calculus, the integrators do no longer commute with the processes. Consequently,

in [Lie98] there are two types of conservation integrals, one with the process on the right

of the integrator, and one with the process on the left. One of the two possibilities is so

complicated that its existence is guaranteed (explicitly) only for simple integrands.
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A literal translation into our free setup encourages to consider limits of
(
p(T ), A

)
P

and

of
(
A, p(T )

)
P
. However, by the particularly simple rules in Proposition 6.1.3 we find

(
p(T ), A

)
P

= p(T )
(
1, A

)
P

and
(
A, p(T )

)
P

=
(
A,1

)
P
p(T ).

Convergence of these expressions becomes a trivial application of Theorem 16.1.8. We

ask two questions. Firstly, could it be possible to translate this back into the symmetric

framework? Secondly, is it possible to treat limits of expressions with two integrands like(
Ap(T ), B

)
P

and
(
A, p(T )B

)
P
? (Of course,

(
A, p(T )B

)
P

=
(
A,1

)
P

(
1, p(T )B

)
P

still holds.

However, as p(T ) does no longer commute with dpt, we cannot treat
(
1, p(T )B

)
P

as before.)

Presently, we do not know the answers.

16.2 Differential equations

In this section we show that a quite general class of quantum stochastic differential equations

has unique solutions. A typical differential equation has the form

dW = W dM Wτ = w (16.2.1)

where dM = A0 dI B0 + A+ d`∗(x) B+ + A− d`(y) B− + A1 dp(T ) B1 (as in Theorem 16.4.4

below) and w is an operator on F adapted to Eτ . (Of course, also the adjoint equation is

considered.) A solution of such a differential equation is a process W ∈ Aτ
1 fulfilling

Wt = w +

∫ t

τ

W dM.

The standard procedure already used in the calculus on the symmetric Fock space [HP84]

is successive approximation. We also follow this approach. However, thanks to the fact

that we are dealing with bounded operators, we are able as in [KS92, Spe91] to show

convergence by an application of Banach’s fix point theorem. As in [KS92] for a calculus

without conservation integrals we may apply the fix point theorem directly. If conservation

integrals are involved, we need a triple iteration (cf. [Spe91]). In both cases we will meet more

general types of differential equations, when we consider unitarity conditions. Therefore,

we decided to keep the description from the beginning as general as possible.

16.2.1 Definition. A general integral is a linear mapping I : Aτ
1 → Ba(F) which is contained
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in the linear span of mappings of one of the following forms:

W 7−→
∫ T

τ

WAdI B W 7−→
∫ T

τ

E0(W )AdI B

W 7−→
∫ T

τ

AW dI B W 7−→
∫ T

τ

AE0(W ) dI B

W 7−→
∫ T

τ

AdI WB W 7−→
∫ T

τ

AdI E0(W )B

W 7−→
∫ T

τ

AdI BW W 7−→
∫ T

τ

AdI BE0(W )

where dI is one of the integrators dl, d`∗(x), d`(x), or dp(T ) (l′ ∈ L∞
loc(R,B), x ∈ L∞

loc(R, F ),

T ∈ L∞
loc(R,Ba(F )) and A,B ∈ A1, or

W 7−→
∫ T

τ

AdIE0(W ) B

where the argument of the integrator dIE0(W ) depends linearly (or anti-linearly for the

annihilator) and continuously (in the repective norms) on E0(W ). We write IT
τ , if we want

to indicate the end points of the involved time interval. By Iτ (W ) we denote the process

t 7→ It
τ (W )

A special general integral is a general integral where the appearing conservation integrals

are subject to the restriction that the parameters A,B in each conservation integral take

values only in B ⊂ Ba(F).

The definition of a general integral is motivated by the way how processes enter the

Ito formula (cf. (16.4.1) below). Whereas the restriction for the special general integral is

necessary, if we want to apply the following refined version of Banach’s fix point theorem.

Already in the calculus on the full Fock space Speicher [Spe91] has shown that there exist

differential equations with general conservation integrals which do not have a solution even,

if we allow for unbounded operators.

16.2.2 Proposition. Let I be a general integral. Assume that for each compact interval K

there exist constants 0 < C < 1 and d > 0 such that

∥∥It+δ
t ◦ It ◦ It(W )

∥∥
1
≤ C ‖W‖1

for all t ∈ K and 0 ≤ δ ≤ d. Then for all τ ∈ R and w ∈ Ba(F) adapted to Eτ the

differential equation

Wt = w + It
τ (W ) (16.2.2)

has a unique solution in Aτ
1.
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Proof. For s ∈ [t, t + d] and Wt adapted to Et we find a solution by successive approx-

imation, i.e. we set W 0
s = Wt and W n+1

s = Wt + Is
t(W

n) for n ≥ 1. Then as in the proof

of Banach’s fix point theorem the W n
s form a Cauchy sequence in `1–norm whose limit is

the unique solution (16.2.2) on [t, t + d]. By splitting a compact interval into finitely many

intersecting intervals of length d, we construct a unique solution on each compact interval

K. In this way, we obtain for each t ∈ R a solution on [τ, t]. By uniqueness the solution

restricted to a subinterval [τ, s] must coincide with the solution constructed on this subin-

terval so that we obtain a unique solution on [τ,∞). Finally, we extend this solution by

the constant w to times smaller than τ and obtain the unique solution on R which is by

construction in Aτ
1.

16.2.3 Theorem. Let I be a special general integral. Then the differential equation (16.2.2)

with w ∈ Ba(F) adapted to Eτ has a unique solution in Aτ
1.

Proof. We show that the assumptions of Proposition 16.2.2 are fulfilled. By Lemma

A.3.1 it is enough to understand this for each of the (finitely many) homogeneous parts

of the operator It+δ
t ◦ It ◦ It : Aτ

1 → B1 and for homogeneous W . In the iterated integral

It+δ
t ◦ It ◦ It(W ) we have two types of summands. Either at least one time, creation, or

annihilation integral is involved. Then existence of suitable constants C, d follows from

(16.1.3b, 16.1.3c). Or we have an iterated conservation integral. In this case, we conclude

from the fact that dp commutes with all functions taking values in B and from dptkdpt` = 0

for k 6= ` that the triple conservation integral is 0.

16.3 0–Criteria

In this section we prepare for Theorem 16.4.4 which asserts in how far the coefficients in a

stochastic differential equation are unique. The main result is Lemma 16.3.2 which tells us

that conservation integrals are essentially strongly continuous. This allows to separate them

from the other types of integrals in Theorem 16.1.8 (which are continuous by Proposition

16.1.7) by looking at their continuity properties.

All results in this section, besides Proposition 16.3.3, may be considered as consequences

of Lemma 16.1.2 which by computations as in the the proof of Lemma 16.1.6 gives rise

to a particularly simple case of an Ito formula for homogeneous integrands in one-sided

conservation integrals. For a full prove of Theorem 16.4.4 we need the full Ito formula for

creation and annihilation integrals. Therefore, it is postponed to the end of the following

section.
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16.3.1 Proposition. Let K = [τ, T] be a compact interval, and let f ∈ L∞(K, F ). Then

there exists a t0 ∈ K such that ess sup
t∈[t0,t0+δ]∩K

‖f(t)‖ = ess sup
t∈K

‖f(t)‖ for all δ > 0.

Proof. If the contrary was true, then we could cover K with finitely many open intervals

on which the ess sup of f is strictly less than its ess sup on K.

Lemma B.1.6 and Observation B.1.7 tell us that L∞(K, Ba(F )) is a C∗–subalgebra of

Ba(L2(K, F )).

16.3.2 Lemma. Let A,B ∈ Aτ
1 and T ∈ L∞

loc(R, Ba(F )). Then for the process M defined

by setting Mt =
∫ t

τ
A dp(T ) B the following conditions are equivalent.

1. M = 0.

2. M is continuous.

3. ess sup
t∈[τ,∞)

∥∥E0(A
∗
t At)TtE0(BtB

∗
t )

∥∥ = 0.

Proof. 1 ⇒ 2. Obvious.

2 ⇒ 3. We conclude indirectly. So let us assume that there is a compact interval

K = [τ, T] (T ≥ τ) such that C = ess sup
t∈K

∥∥E0(A
∗
t At)TtE0(BtB

∗
t )

∥∥ > 0. By Proposition

16.3.1 we may choose t0 ∈ [τ, T) such that

ess sup
t∈[t0,t0+δ]∩K

∥∥E0(A
∗
t At)TtE0(BtB

∗
t )

∥∥ = C (16.3.1)

for all δ > 0. Of course, this implies ‖A‖[t0,t0+δ]∩K > 0, ‖B‖[t0,t0+δ]∩K > 0, and

ess sup
t∈[t0,t0+δ]∩K

‖Tt‖ ≥ C(‖A‖[t0,t0+δ]∩K ‖B‖[t0,t0+δ]∩K)2 > 0.

Necessarily, we have
∥∥E0(A

∗
t0
At0)

∥∥ > 0 and
∥∥E0(Bt0B

∗
t0
)
∥∥ > 0. Otherwise, by continuity of

E0(A
∗
t At) and E0(BtB

∗
t ), we obtain a contradiction to (16.3.1).

If we choose δ sufficiently small, then the following assertions become true. (For sim-

plicity, we assume t0 + δ ∈ K.) Firstly,
∫ t0+δ

t0
dM is close to Bt0 p(II [t0,t0+δ]T ) At0 , because

the norm of the partition (t0, t0 + δ) is δ, therefore, small. Consequently,

p(II [t0,t0+δ]) A∗
t0

(∫ t0+δ

t0

dM
)

B∗
t0

p(II [t0,t0+δ])

is close to E0(A
∗
t0
At0) p(II [t0,t0+δ]T )E0(Bt0B

∗
t0
).
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Secondly, E0(A
∗
t0
At0) Tt E0(Bt0B

∗
t0
) is close to E0(A

∗
t At) Tt E0(BtB

∗
t ) for all t ∈ [t0, t0 +δ],

because E0(A
∗
t At) and E0(BtB

∗
t ) are continuous. Therefore, by Proposition 6.1.3

∥∥E0(A
∗
t0
At0) p(II [t0,t0+δ]T )E0(Bt0B

∗
t0
)
∥∥

=
∥∥∥p

(
E0(A

∗
t0
At0) (II [t0,t0+δ]T )E0(Bt0B

∗
t0
)
)∥∥∥ =

∥∥E0(A
∗
t0
At0) (II [t0,t0+δ]T )E0(Bt0B

∗
t0
)
∥∥

= ess sup
t∈[t0,t0+δ]

∥∥E0(A
∗
t0
At0) Tt E0(Bt0B

∗
t0
)
∥∥

is close to C. As C does not depend on the choice of δ,
∥∥Mt0+δ −Mt0

∥∥ is bounded below

by a non-zero positive number. Therefore, M is not continuous at t0.

3 ⇒ 1. Again, we conclude indirectly. So let us assume that Mt 6= 0 for some t > τ .

We may write A =
∑

n∈N0

A(n) and B =
∑

n∈N0

B(−n). (The components with n < 0 do not

contribute.)

Observe that E0(A
∗A) =

∑
n∈N0

E0(A
(n)∗A(n)) and, similarly, for E0(BB∗). By Proposition

A.7.3(2) it is sufficient to show that the element E0(A
(n)∗A(n)) T E0(B

(−m)B(−m)∗) 6= 0 in

the C∗–algebra L∞([τ, t],Ba(F )) for some n,m ∈ N0.

As Mt 6= 0, there exist n and m such that
∫ t

τ

A(n) dp(T ) B(−m) =
(∫ t

τ

A(n) dp
)

p(T )
(∫ t

τ

dpB(−m)
)
6= 0. (16.3.2)

By Proposition A.7.3(1) we have
∫ t

τ
dpA(n)∗ ∫ t

τ
A(n) dp(T ) B(−m)

∫ t

τ
B(−m)∗ dp 6= 0. By com-

putations similar to the proof of Lemma 16.1.6 we find
∫ t

τ

dpA(n)∗
∫ t

τ

A(n) dp(T ) B(−m)

∫ t

τ

B(−m)∗ dp

= lim
P∈P[τ,t]

(
1, A(n)∗)

P

(
A(n),1

)
P

p(T )
(
1, B(−m)

)
P

(
B(−m)∗,1

)
P

=

∫ t

τ

E0(A
(n)∗A(n)) dp(T )E0(B

(−m)B(−m)∗)

=

∫ t

τ

dp
(
E0(A

(n)∗A(n)) T E0(B
(−m)B(−m)∗)

)

= p
(
II [τ,t]E0(A

(n)∗A(n)) T E0(B
(−m)B(−m)∗)

) 6= 0. (16.3.3)

Equality of the last integral and the integral before follows, because it is true for step func-

tions, and because both E0(A
(n)∗A(n)) and E0(B

(−m)B(−m)∗) may be approximated equiu-

niformly by step functions. Since T 7→ p(T ) is an isometry by Proposition 6.1.3, we arrive

at

ess sup
s∈[τ,t]

∥∥E0(A
(n)
s

∗
A(n)

s ) Ts E0(B
(−m)
s B(−m)

s

∗
)
∥∥ 6= 0.

In order to proceed, we need to know, when time integrals are 0.
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16.3.3 Proposition. Let A,B ∈ Aτ
1 and x, y ∈ L∞

loc(R, F ). Then Mt =

∫ t

τ

Adµx,y B = 0,

if and only if

ess sup
t∈[τ,∞)

∥∥At 〈x(t), y(t)〉Bt

∥∥ = 0.

Proof. By changing the function At 〈x(t), y(t)〉Bt on a (measurable) null-set, we may

achieve that ess sup ‖•‖ = sup ‖•‖. Now the statement follows by Corollary 16.1.5.

16.3.4 Lemma. Let A,B ∈ Aτ
1 and x ∈ L∞

loc(R, F ). Then

ess sup
t∈[τ,∞)

∥∥B∗
t 〈x(t),E0(A

∗
t At)x(t)〉Bt

∥∥ = 0 implies Mt =

∫ t

τ

Ad`∗(x) B = 0.

An analogue statement is true for annihilation integrals.

Proof. Of course, ess sup
t∈[τ,∞)

∥∥B∗
t 〈x(t),E0(A

∗
t At)x(t)〉Bt

∥∥ = 0 implies

ess sup
t∈[τ,∞)

∥∥B∗
t 〈x(t),E0(A

(n)
t

∗
A

(n)
t )x(t)〉Bt

∥∥ = 0

for all n ∈ Z. By computations similar to (16.3.3) we find

∣∣∣
∫ t

τ

A(n) d`∗(x) B
∣∣∣
2

=

∫ t

τ

B∗ dµx,E0(A
(n)
t

∗
A

(n)
t )x B

which is 0 by Proposition 16.3.3 so that
∫ t

τ
A(n) d`∗(x) B = 0 for all n ∈ Z. Therefore,

Mt =
∫ t

τ
Ad`∗(x) B = 0.

16.3.5 Remark. The converse direction of Lemma 16.3.4 is done best by using the Ito

formula. We postpone it to the following section. Notice, however, that computations like

(16.3.3) already constitute an Ito formula in a particularly simple case.

16.4 Ito formula

We start by introducing explicitly the notation which turns all integrals into conservation

integrals, formally. For that goal, we consider the formal “operators” ̂̀∗(X) and ̂̀(X) where

either X = ω (whence ̂̀∗(X) = ̂̀(X) = 1), or X = x ∈ L∞
loc(R, F ). This notation is

formal in the sense that `∗(x) and `(x), in general, are not elements of Ba(F). In integrals

they appear, however, only in combinations like p(IIK)`∗(x) = `∗(IIKx) which are perfectly

well-defined.
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In this notation all integrals in Theorem 16.1.8 including the time integral can be written

in the form
∫ T

τ

Ầ(X) dp(T ) ̂̀∗(Y )B

for suitable choices of X, Y , and T . By slight abuse of notation, we say Ầ(X) ∈ Aτ
1
̂̀(F01)

and ̂̀∗(X)B ∈ ̂̀∗(F01)Aτ
1 where F01 = B ⊕ L∞

loc(R, F ).

Of course, for creation, annihilation, or time integral we are reduced to T = 1. However,

in the cases X = x, or Y = y, the operator p(T ) in dp(T ) = p(T )dp may be absorbed either

into the creator on the right, or the annihilator on the left by Proposition 6.1.3.

16.4.1 Theorem. Let M, M ′ be processes in Aτ
1 given by integrals

Mt =

∫ t

τ

Adp(T ) B and M ′
t =

∫ t

τ

A′ dp(T ′) B′

where A, A′ ∈ Aτ
1
̂̀(F01), B, B′ ∈ ̂̀∗(F01)Aτ

1 and T, T ′ ∈ L∞(R,Ba(F )). Then the product

MM ′ ∈ Aτ
1 is given by

MtM
′
t =

∫ t

τ

Adp(T ) BM ′ +
∫ t

τ

MA′ dp(T ′) B′ +
∫ t

τ

Adp
(
TE0(BA′)T ′) B′ (16.4.1)

where E0(BA′) is the function t 7→ E0(BtA
′
t) ∈ B ⊂ Ba(F).

In differential notation dM = A dp(T ) B and d(MM ′) = dM M ′+M dM ′+dM dM ′ we

find the Ito formula

dM dM ′ = Adp
(
TE0(BA′)T ′)B′.

Proof. Let us fix the compact interval K = [τ, T]. The nets
(
A, p(T )B

)
P

and
(
A′p(T ′), B′)

P

converge ∗–strongly uniformly over PK′ for all compact intervalls K ′ = [τ, t] ⊂ K to Mt and

M ′
t , respectively, by Theorem 16.1.8. By Proposition 16.1.7 all nets are bounded uniformly

for all K ′ ⊂ K. Therefore,

(
A, p(T )B

)
P

(
A′p(T ′), B′)

P

∗–equistrongly−−−−−−−−−→ MtM
′
t .

Splitting the double sum over k and ` into the parts where k > `, k < ` and k = `, we

find

(
A, p(T )B

)
P

(
A′p(T ′), B′)

P

=

[ ∑

1≤`<k≤N

+
∑

1≤k<`≤N

]
Atk−1

dptk(T ) Btk−1
A′

t`−1
dpt`(T

′) B′
t`−1

+
N∑

k=1

Atk−1
dptk(T ) Btk−1

A′
tk−1

dptk(T
′) B′

tk−1
. (16.4.2)
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We will show that the first summand and the third summand of (16.4.2) converge strongly

to the first summand and the third summand, respectively, of (16.4.1), establishing in this

way that also the second summand of (16.4.2) converges strongly. Looking at the adjoint, we

have formally the same sums, except that the first and the second summand have changed

their roles. This shows that not only the limits are ∗–strong limits, but also that the limit

of the second summand of (16.4.2) is the second summand of (16.4.1).

Let Z ∈ F1. By Theorem 16.1.8

∥∥∥
(
M ′

tk−1
−

k−1∑

`=1

A′
t`−1

dpt`(T
′) B′

t`−1

)
Z

∥∥∥
1

< ε

for all k, if only the norm of P ∈ PK is sufficiently small. Therefore, strong versions of

(16.1.3a) and (16.1.3b) (depending on whether B ∈ Aτ
1 or B ∈ `(y)Aτ

1) tell us that the first

summand in (16.4.2) converges strongly to the first summand in (16.4.1).

For the last summand of (16.4.1) we assume concretely that A = Ā̂̀(X) and B = ̂̀∗(Y )B̄

(Ā, B̄ ∈ A1; X, Y ∈ F01), and similarly for A′, B′. For the case Y = X ′ = ω we find from

Corollary 6.3.6 and the proof of Theorem 16.1.8 convergence in norm to the correct limit.

In the remaining cases E0(BtA
′
t) is 0. Let us check, whether this is also true for the limit of

the last summand of (16.4.2). For instance, assume that Y = y ∈ L∞
loc(R, F ). We find

∥∥∥
N∑

k=1

Atk−1
dptk(T ) Btk−1

A′
tk−1

dptk(T
′) B′

tk−1

∥∥∥

≤
∥∥(

A, p(T )
)

P

∥∥
∥∥∥

N∑

k=1

dptk Btk−1
A′

tk−1
dptk

∥∥∥
∥∥(

p(T ′), B′)
P

∥∥.

For the square modulus of the sum we find by computations as in Lemma 16.1.6

N∑

k=1

dptk A′∗
tk−1

B∗
tk−1

dptk Btk−1
A′

tk−1
dptk

≤
N∑

k=1

‖〈y, dptk y〉‖
∥∥A′∗

tk−1
B̄∗

tk−1
B̄tk−1

A′
tk−1

∥∥ dptk ≤ max
1≤k≤N

(‖〈y, dptk y〉‖)
∥∥A′∗B̄∗B̄A′∥∥.

As the first factor tends to 0, we find covergence to 0 in norm.

16.4.2 Corollary. Let Mt =
∫ t

0
AdI B and M ′

t =
∫ t

0
A′ dI ′ B′ be integrals as in Theorem

16.1.8. Then dM dM ′ = AdI ′′ B′ where dI ′′ has to be chosen according to the Ito table

dI\dI ′ dµx′,y′ d`∗(x′) d`(x′) dp(T ′)

dµx,y 0 0 0 0

d`∗(x) 0 0 0 0

d`(x) 0 dµx,E0(BA′)x′ 0 d`
(
T ′∗E0(BA′)∗x

)

dp(T ) 0 d`∗
(
TE0(BA′)x′

)
0 dp

(
TE0(BA′)T ′).
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16.4.3 Remark. It is easy to see that the Ito formula extends also to more general time

integrals
∫

Adl B where l is an integrator with a locally bounded density l′ ∈ L∞
loc(R,B).

Of course, also Proposition 16.3.3 remains true replacing 〈x(t), y(t)〉 with a more general

density l′.

16.4.4 Theorem. Let Ai, Bi ∈ Aτ
1 (i = 0, +,−, 1), x, y ∈ L∞

loc(R, F ), T ∈ L∞
loc(R,Ba(F )),

and let l be an integrator with locally bounded density l′ ∈ L∞
loc(R,B). Let

Mt =

∫ t

τ

dM0 +

∫ t

τ

dM+ +

∫ t

τ

dM− +

∫ t

τ

dM1

be a sum of integrals where dM0 = A0 dl B0, dM+ = A+ d`∗(x) B+, dM− = A− d`(y) B−,

and dM1 = A1 dp(T ) B1. Then the following conditions are equivalent.

1. M = 0.

2.

∫
dM0 =

∫
dM+ =

∫
dM− =

∫
dM1 = 0.

3. ess sup
t∈[τ,∞)

∥∥A0
t l′t B

0
t

∥∥ = 0 ess sup
t∈[τ,∞)

∥∥E0(A
1
t
∗
A1

t ) Tt E0(B
1
t B

1
t
∗
)
∥∥ = 0

ess sup
t∈[τ,∞)

∥∥B+
t
∗ 〈x(t),E0(A

+
t
∗
A+

t )x(t)〉B+
t

∥∥ = 0

ess sup
t∈[τ,∞)

∥∥A−
t 〈y(t),E0(B

−
t B−

t
∗
)y(t)〉A−

t
∗∥∥ = 0.

Proof. By Proposition 16.3.3 and Lemmata 16.3.2 and 16.3.4 we have 3 ⇒ 2 and, of

course, we have 2 ⇒ 1.

So let us assume M = 0. In particular, M is continuous. Since
∫

dM0 +
∫

dM+ +
∫

dM−

is continuous by Proposition 16.1.7, so is
∫

dM1. By Lemma 16.3.2 we conclude that∫
dM1 = 0, and that the condition in 3 concerning the conservation integral is fulfilled.

Writing down the Ito formulae for M∗M and MM∗, and taking into account that

M = M∗ = 0 and that the conservation part is absent, we find that
∫

dM∗ dM =∫
B+∗ dµx,E0(A+∗A+)x B+ = 0 and

∫
dM dM∗ =

∫
A− dµy,E0(B−B−∗)y A−∗ = 0. Therefore,

by Proposition 16.3.3 also the conditions in 3 concerning creation and annihilation part

must be fulfilled.

Since all parts except the time integral are known to be 0, also the time integral must

be 0. Again by Proposition 16.3.3 we find that also the last condition in 3 must be fulfilled.

This is 1 ⇒ 3.
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16.5 Unitarity conditions

We are interested in finding necessary and sufficient conditions under which a solution U of

a differential equation like (16.2.2) is unitary. Usually, this is done by writing down what

the Ito formula asserts for

d(U∗U) = dU∗ U + U∗ dU + dU∗ dU (16.5.1a)

and

d(UU∗) = dU U∗ + U dU∗ + dU dU∗. (16.5.1b)

If the coefficients of d(U∗U) and d(UU∗) are 0, then this is certainly sufficient to con-

clude that U is unitary. To have necessity we must conclude backwards from
∫

d(U∗U) =∫
d(UU∗) = 0 that also all coefficients vanish. Presently, however, we have only the crite-

rion Theorem 16.4.4, where each type of integrators dI, d`∗, d`, dp appears not more than

once. Unfortunately, even in differential equations of the simpler form 16.2.1 the Ito formula

yields, in general, more summands of the same type which cannot be summed up to a single

one. We explain in Section 17.3 how we can treat such sums, but we do not need them.

Here we consider differential equations without coefficients. This means that there are

no processes A,B arround the integrators. At the first sight, this looks poor. However,

we allow for rather arbitrary arguments in the integrators. As we explain in Section 17.1,

this is already sufficient to include the case of a calculus on a full Fock space with initial

space and arbitrarily many degrees of freedom. (In [KS92, Spe91] only the Fock space over

L2(R) is considered which, roughly speaking, corresponds to one degree of freedom. In

the unitarity conditions in [Spe91] at least some of the processes arround the integrators

may vary over A1. So, at least in the cases were [Spe91] applies the conditions given there

are more general.) The proof of the following theorem is very much along the lines of the

corresponding proof in [Spe91].

16.5.1 Theorem. Let x, y ∈ L∞
loc(R, F ), T ∈ L∞

loc(R,Ba(F )), and let l be an integrator with

locally bounded density l′ ∈ L∞
loc(R,B). Then the unique solution in A0

1 of the differential

equation

dU = U
(
dp(T ) + d`∗(x) + d`(y) + dl

)
U0 = 1 (16.5.2)

is unitary, if and only if the following conditions are fulfilled.

1. T (t) + 1 is unitary almost everywhere on R+.

2. x(t) + T (t)y(t) + y(t) = 0 almost everywhere on R+.
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3. l′(t) + l′∗(t) + 〈x(t), x(t)〉 = 0 almost everywhere on R+.

Proof. From

dU∗ =
(
dp(T ∗) + d`∗(y) + d`(x) + dl∗

)
U∗ U∗

0 = 1

we find for (16.5.1a,16.5.1b) the explicit expressions

d(U∗U) =
(
dp(T ∗) + d`∗(y) + d`(x) + dl∗

)
U∗U

+ U∗U
(
dp(T ) + d`∗(x) + d`(y) + dl

)

+ dp(T ∗E0(U
∗U)T ) + d`∗(T ∗E0(U

∗U)x) + d`(T ∗E0(U
∗U)x) + dµx,E0(U∗U)x

(16.5.3a)

and

d(UU∗) = U
(
dp(T ) + d`∗(x) + d`(y) + dl

+ dp(T ∗) + d`∗(y) + d`(x) + dl∗

+ dp(TT ∗) + d`∗(Ty) + d`(Ty) + dµy,y
)
U∗

= U
(
dp(T + T ∗ + TT ∗) + d`∗(x + y + Ty) + d`(x + y + Ty)

+ (dl + dl∗ + dµy,y)
)
U∗. (16.5.3b)

If U is unitary, then E0(U
∗U) = 1 and (16.5.3a) simplifies to

0 = dp(T + T ∗ + T ∗T ) + d`∗(x + y + T ∗x) + d`(x + y + T ∗x) + (dl + dl∗ + dµx,x).

By Theorem 16.4.4 we find (T + T ∗ + T ∗T )(t) = 0 (i.e. (T + 1)(t) is an isometry), (x + y +

T ∗x)(t) = 0, and l(t) + l∗(t) + 〈x(t), x(t)〉 = 0 for almost all t ∈ R+. Equation (16.5.3b)

implies (notice that U and U∗ dissappear in all suprema in Theorem 16.4.4, if U is unitary)

that also (T + T ∗ + TT ∗)(t) = 0 for almost all t ∈ R+. In other words, (T + 1)(t) is a

unitary, such that also (x + y + Ty)(t) = (T + 1)(x + y + T ∗x)(t) = 0 and dµy,y = dµx,x.

Conversely, if the three conditions are fulfilled, then by (16.5.3b), d(UU∗) = 0. Together

with the initial condition (UU∗)0 = 1 we find that U is a coisometry. Whereas, U∗U

fulfills the differential equation (16.5.3a) also with initial condition (U∗U)0 = 1. One easily

checks that U∗U = 1 is a solution of (16.5.3a). By Theorem 16.2.3 this solution is unique.

Therefore, U is unitary.

It is noteworthy that, although our differential equation has no coefficients A and B, we

needed Lemma 16.3.2 in full generality in order to be able to conclude from (16.5.3b) to

T + T ∗ + TT ∗ = 0.
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A more common way to write down a differential equation with unitary solution is

dU = U
(
dp(W − 1) + d`∗(Wy)− d`(y) + (i dH − 1

2
dµy,y)

)
U0 = 1,

where W is unitary, y is arbitrary, and H is self-adjoint.

16.6 Cocycles

Let us return for a moment to the differential equation in the form (16.5.2) (without uni-

tarity conditions). Ut is adpted to Et and the differentials dp, d`∗, d`, dI are adapted to

the complement of Et. As pointed out by Speicher [Spe98] this means that in the sense of

Voiculescu [Voi95] Ut and the differentials are freely independent with amalgamation over

B in the vacuum conditional expectation. In other words, U is a process with independent

(right) multiplicative increments.

If we choose constant functions T (t) = T, x(t) = ξ, y(t) = ζ, and l′(t) =  (with

T ∈ Ba(F ), ξ, ζ ∈ F ,  ∈ B), then U has even stationary increments. The goal of this section

is to show that in this case U is a cocycle with respect to the time shift automorphism group

on Ba(F). The results by Hellmich, Köstler and Kümmerer [HKK98, Kös00, Hel01] indicate

that (at least, when B is a von Neumann algebra with a faithful normal state) for unitary

cocycles U also the converse is true.

In the sequel, we identify a constant function in some L∞–space with its constant value.

It should be clear from the context, whether we refer to the constant function or its value.

See Example 6.1.5 for the time shift automorphism group S and Definition 10.3.1 for

cocycles. The proof of the following theorem is like in [KS92]. We just do not require that

the cocycle is unitary.

16.6.1 Theorem. Let T ∈ Ba(F ), ξ, ζ ∈ F , and  ∈ B. Then the solution of

dU = U
(
dp(T) + d`∗(ξ) + d`(ζ) +  dt

)
U0 = 1 (16.6.1)

is an adapted left cocycle for the time shift S.

Proof. Thanks to the stationarity of the differentials (i.e. the arguments of the integrators

do not depend on time) we have the following substitution rule

Ss

(∫ t

0

At′
(
dpt′(T) + d`∗t′(ξ) + d`t′(ζ) +  dt′

)
Bt′

)

=

∫ s+t

s

Ss(At′−s)
(
dpt′(T) + d`∗t′(ξ) + d`t′(ζ) +  dt′

)
Ss(Bt′−s)



16.7. Dilations 267

which is easily verified by looking at the definitions of the integrals in Theorem 16.1.8. We

insert this for Ut and find

UsSs(Ut) = Us +

∫ s+t

s

UsSs(Ut′−s)
(
dpt′(T) + d`∗t′(ξ) + d`t′(ζ) +  dt′

)
. (16.6.2)

In other words, the process U ′
t = UsSs(Ut−s) fulfills for t ∈ [s,∞) the same differential

equation as Ut with the same initial condition U ′
s = Us, i.e. Ut = U ′

t for t ≥ s.

Notice that the initial condiditon U0 = 1 (or at least a condition like UsSs(U0) = Us for

all s) is indispensable. Otherwise, the first summand in (16.6.2) was UsSs(U0) so that we

gain the wrong initial value.

16.7 Dilations

In this section we construct unital dilations (F , SU , id, ω) (see Definition 10.5.1) of a uni-

formly continuous unital CP-semigroup T on a suitably chosen Fock module F = F(E∞).

Here id means the canonical (unital) embedding of B into the operators on the B–B–module

F . We find the dilating E0–semigroup by perturbing the time shift S (which leaves invariant

B) by an adapted unitary cocycle U . In other words, we dilate T to the automorphism

semigroup SU (which, of course, may be extended to an automorphism group). As usual, U

is the solution of a differential equation. Because U is adapted also to ER+ , we may restrict

as in Example 14.1.4 SU to an E0–semigroup on Ba(F(ER+). This is more similar to the

approach in [HP84].

Let T =
(
Tt

)
t∈R+

be a unital CP-semigroup on a unital C∗–algebra B which is uniformly

continuous or, equivalently, which has a bounded CE-generator L, i.e. L has the form (5.4.3).

(If B is a von Neumann algebra and T is normal, then this is automatic. Otherwise, we

always achieve this by passing to the enveloping von Neumann algebra B∗∗. See Appendix

A.6 for these results obtained by Christensen and Evans [CE79].) Since T is unital, L(1) = 0

and L can be written as in (16.7.1).

16.7.1 Theorem. Let T =
(
Tt

)
t∈R+

be a unital CP-semigroup on a unital C∗–algebra B
with bounded generator L of Christensen-Evans form, i.e. there is a Hilbert B–B–module F

with a cyclic vector ζ ∈ F , and a self-adjoint element h ∈ B such that

L(b) = 〈ζ, bζ〉 − b〈ζ, ζ〉+ 〈ζ, ζ〉b
2

+ i[h, b]. (16.7.1)

Let w be a unitary in Ba(F ). Let U be the adapted unitary left cocycle obtained as the unique

solution of the differential equation

dU = U
(
dp(w − 1) + d`∗(wζ)− d`(ζ) + (ih− 1

2
〈ζ, ζ〉) dt

)
U0 = 1. (16.7.2)
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Then SU is a dilation of T , i.e. Tt = E0 ◦ SU
t ¹ B.

Conversely, if F is a Hilbert B–B–module and ζ ∈ F , h ∈ B, then by setting Tt =

E0 ◦ SU
t ¹ B, where U is the adapted unitary left cocycle fulfilling (16.7.2), we define a

uniformly continuous unital CP-semigroup T whose generator L is given by (16.7.1).

Proof. It is enough to show that for U given by (16.7.2) the family Tt(b) = E0 ◦ SU
t (b)

fulfills T ′
t(b) = Tt ◦ L(b).

As S leaves invariant B, we have SU
t (b) = UtbU

∗
t . Applying, for fixed b ∈ B, the Ito

formula to this product of integrals, we find

dSU(b) =dU bU∗ + Ub dU∗ + dU b dU∗

= U
((

dp(w − 1) + d`∗(wζ)− d`(ζ) + (ih− 1

2
〈ζ, ζ〉) dt

)
b

+ b
(
dp(w∗ − 1)− d`∗(ζ) + d`(wζ)− (ih +

1

2
〈ζ, ζ〉) dt

)

+ dp((w − 1)b(w∗ − 1))− d`∗((w − 1)bζ)− d`((w − 1)b∗ζ) + 〈ζ, bζ〉 dt
)
U∗.

By Lemma 6.3.5 in all summands containing dp or d`∗ we may replace U on the left by ̂̀∗(Uω)

and in all summands containing dp or d` we may replace U∗ on the right by ̂̀(Uω). It follows

that applying the vacuum conditional expectation only the time differentials survive. As

E0 : Ba(F) → B is continuous in the ∗–strong topology on Ba(F) and the uniform topology

on B, it follows that

Tt(b)− b =

∫ t

0

E0

(
Us

((
(ih− 1

2
〈ζ, ζ〉)b− b(ih +

1

2
〈ζ, ζ〉) + 〈ζ, bζ〉) ds

)
U∗

s

)

=

∫ t

0

E0

(
UsL(b)U∗

s ds
)

=

∫ t

0

Ts ◦ L(b) ds.
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Restrictions and extensions

17.1 The case B = B(G)

Let T be a normal unital CP-semigroup T on a von Neumann algebra B ⊂ B(G) with

bounded generator L (which is σ–weak by Observation 5.4.9). All our operators in the

calculus extend to the strong closure of the Fock module (and it plays no role, if we close

the one-particle sector first) and we find a normal strongly continuous dilation of T on this

closure.

Now since we know that our results extend to von Neumann modules, we restrict our

attention to the special case B = B(G). By Example 6.1.6 the Stinespring representation

(see Definition 2.3.6) is an isomophism between the von Neumann algebras Ba(F s) and

B(G ⊗̄ F(H) where H is the center of F (∼= B(G,G ⊗̄ H) by Example 3.3.4). Applying

Example 4.1.15 to the cyclic vector ζ, we find

ζ =
∑
i∈I

bi ⊗ ei

with unique coefficients bi = 〈1⊗ ei, ζ〉 ∈ B(G). We recover the well-known Lindblad form

L(b) =
∑
i∈I

b∗i bbi −
b
∑
i∈I

b∗i bi +
∑
i∈I

b∗i bib

2
+ i[h, b] (17.1.1)

of the generator [Lin76]. Also the unitary operator w appearing in the differential equation

(16.7.2) can be expanded according to the basis. We find a matrix
(
bij

)
i,j∈I of elements in

B(G) such that w(1 ⊗ ei) =
∑
j∈I

bij ⊗ ej. Expressing all ingredients of (16.7.2) in this way,

we find an expansion of our integrators into “basic” integrators dp(eie
∗
j), d`∗(ei), and d`(ei)

as used in [MS90, Par92] in the calculus on the symmetric Fock space with arbitrary degree

269
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of freedom. The Mohari-Sinha regularity conditions

∑
i∈I

b∗i bi < ∞ and
∑
i∈I

b∗ijbij < ∞ for all j ∈ I

mean just that ζ is a well defined in B(G,G ⊗̄ H) and that w is a well-defined operator at

least on the B(G)–linear span of all 1 ⊗ ei. If the constant in the above condition for bij

does not depend on j then w is a bounded operator on B(G,G ⊗̄ H).

In other words, for B = B(G) our calculus can be interpreted as a calculus with arbitrary

(even uncountable) degree of freedom on the tensor product of the initial space G and the

full Fock space F(L2(R) ⊗̄H). In [Spe91] only the case H = C is treated, which corresponds

to one degree of freedom. Let us compare. Although we follow in many respects directly

the ideas in [KS92, Spe91], we can say that our calculus is both formally simpler and

more general. It is formally simpler, because our differential equation for U contains no

coefficients. (Of course, the coefficients are hidden in the much more general arguments of

the integrators.) And our calculus is more general, because it allows to find dilations for

arbitrary CE-generators on arbitrary C∗–algebras B. As a special case we showed in this

section how the calculus for an arbitrary Lindblad generator is contained, which on a Fock

space — symmetric or full — requires a calculus with arbitrary degree of freedom.

Recently, in [GS99] a calculus on the symmetric Fock B(G)–B(G)–module

Γs(B(G) ⊗̄s L2(R+,H) = B
(
G,G ⊗̄ Γ(L2(R+, H))

)

has been constructed. This calculus allowed for the first time to dilate an arbitrary CE-

generator on a von Neumann algebra (and also the construction of Evans-Hudson flows,

which we do not consider at all). The construction of the one-particle sector in [GS99] is,

however, less canonical in the following sense. The completely positive part of the generator

L gives rise only to a B–B–module F (see the proof of Theorem A.6.3). Before finding the

B(G)–B(G)–module B(G)⊗̄sH, from which the symmetric Fock module can be constructed,

it is necessary to extend the module structure from B (which is rarely centered) to B(G)

(which is always centered). Also the techniques in [GS99] refer more to Hilbert spaces,

which do not play a role in our treatment.

17.2 Boolean calculus

There are several possibilities to translate the concept of independence from classical (or

commutative) probability to quantum (or non-commutative) probability. The minimal re-

quirement for a notion of non-commutative independence is probably that used by Küm-

merer [Küm85], where (speaking about unital ∗–algebras and states instead of von Neumann
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algebras and faithful normal states) two (unital) ∗–subalgebras Ai (i = 1, 2) of a ∗–algebra

A are independent in a state ϕ on A, if ϕ(ajak) = ϕ(aj)ϕ(aj) (k 6= j; ai ∈ Ai; i = 1, 2).

A more specific notion of non-commutative independence as introduced in [Sch95] re-

quires that the values of ϕ on alternating monomials in A1 and A2 may be obtained from

a universal product ϕ1ϕ2 of the restrictions ϕi ¹ Ai, where a universal product is a state on

the free product (with identification of units) A1 ∗A2 (i.e. the coproduct of A1 and A2 in the

category of unital ∗–algebras) fulfilling conditions like associativity and functoriality (i.e.

the construction commutes with unital ∗–homomorphisms). The conditions are motivated

by the fact that, when interpreted classically (i.e. in the context of commutative unital

∗–algebras) there is only one such universal product, namely, the tensor product of ϕ1 and

ϕ2.

In the non-commutative context, besides the tensor product (corresponding to tensor

independence), we have the free product of states which corresponds to free independence

introduced by Voiculescu [Voi87]. Speicher [Spe97] showed that under stronger (from the

combinatorial point of view very natural) assumptions there are only those two universal

products. In [BGS99] Ben Ghorbal and Schürmann show how the original set-up from

[Sch95] can be reduced to [Spe97].

Allowing for non-unital ∗–algebras, there is a third universal product, namely, the boolean

product introduced by von Waldenfels [Wal73] which corresponds to boolean independence.

(Actually, there is a whole family of such products labelled by a scaling parameter; see

[BGS99]. We consider only the simplest choice of this parameter.) The boolean product is

in some sense the simplest possible product, as it just factorizes on alternating monomials,

i.e. the boolean product sends a monomial a1a2 . . . where two neighbours are from different

algebras just to the product ϕj(a1)ϕk(a2) . . . where ai must be evaluated in the appropriate

state, i.e. j = 1 for a1 ∈ A1 and j = 2 for a1 ∈ A2, and so on.

Each type of independence has its own type of Fock space which is suggested by the GNS-

construction for the respective product states; see [Sch95] for details. For tensor indepence

this is the symmetric Fock space. (This is mirrored by the well-known factorization Γ(H1⊕
H2) = Γ(H1) ⊗̄ Γ(H2).) For free independence this is the full Fock space. (This is mirrored

by the fact that F(H1 ⊕H2) is the free product of F(H1) and F(H2) with their respective

vaccua as reference vector.) The boolean Fock space over H is just Fb(H) = CΩ⊕H. (Here

the composition law is just the direct sum of the one-particle sectors. We may view this as

a direct sum of Fb(Hi) = CΩi⊕Hi (i = 1, 2) with identification of the reference vectors Ωi.)

The primary goal of this section is to discover a calculus on the boolean Fock space.

Like for the symmetric and the full Fock space the solution of a differential equation like

(16.6.1) should be a process with stationary boolean independent multiplicative increments;
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cf. Section 16.6. The way we find this calculus is to assign to a Hilbert space H (i.e. a Hilbert

C–module) a suitable C̃–C̃–module structure (where C̃ denotes the unitization of the unital

C∗–algebra C). Then the full Fock module over this C̃–module turns out to be (up to one

vector) the boolean Fock space. However, for a couple of reasons we find it convenient to

start from the beginning with amalgamated versions. Firstly, the C∗–algebra C̃ is a source

of continuous confusion of the several different copies of C which appear in this context.

Secondly, the examples without amalgamation are rather poor and can easily be computed

by hand. Last but not least, we classify the uniformly continuous contractive, but, not

necessarily unital CP-semigropus T on a unital C∗–algebra B which may be dilated with

the help of an almagamated boolean calculus, as those which are of the form Tt(b) = et∗bet

for suitable  ∈ B.

As usual, B is a unital C∗–algebra. Let E be a Hilbert B–module. We equip E with

the structure of a Hilbert B̃–B̃–module as in Example 1.6.5. By Example 4.2.14 we have

E ¯ E = {0} so that

F(E) = B̃ ⊕ E.

On F(E) we may define the central projection q = 1r : x 7→ x1. The range of q is

the Hilbert B–module Fb(E) = B ⊕ E; cf. also Section 12.3. Its orthogonal complement is

the one-dimensional subspace spanned by the element 1̃ − 1 of B̃ ⊂ F(E). We may think

of Fb(E) as the boolean Fock module over E. (This may be justified by giving a formal

definition of boolean independence with amalgamation over B paralleling that of Voiculescu

[Voi95] for free independence and that of Skeide [Ske96, Ske99a] for tensor independence.)

17.2.1 Proposition. q is a central projection in Ba(F(E)). Moreover, qBa(F(E)) is an

ideal in Ba(F(E)) which is isomorphic to Ba(Fb(E)) and has codimension 1. Consequently,

Ba(F(E)) ∼= Ba(Fb(E))̃ . In other words,

Ba(F(E)) = C(1F − q)⊕Ba(Fb(E)) =

(
C 0

0 Ba(Fb(E))

)

acting on F(E) =
(
C(e1−1)
Fb(E)

)
, where 1F denotes the unit in Ba(F(E)).

Proof. Let a ∈ Ba(F(E)). Then qax = (ax)1 = a(x1) = aqx. From this the remaining

statements are obvious.

As Fb(E) =
(B

E

)
, we may decompose also Ba(Fb(E)) =

(B
E

E∗
Ba(E)

)
. We find

Ba(F(E)) =



C 0 0

0 B E∗

0 E Ba(E)


 acting on F(E) =



C(1̃− 1)

B
E


 . (17.2.1)
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Now let E and F be Hilbert B–modules both equipped with the Hilbert B̃–B̃–module

structure as described above. Then

F(E ⊕ F ) = F(E) ¯ (B̃ ⊕ F ¯F(E ⊕ F )) = (B̃ ⊕ E) ¯ (B̃ ⊕ F ) = F(E)¯F(F )

(which, of course, equals B̃ ⊕ E ⊕ F as E ¯ F = {0}).

17.2.2 Proposition. q ∈ Ba(F(E ⊕ F )) is not adapted to E.

Proof. Let X = (1, 0, 0) ∈ F(E) and Y = (1, 0, y) ∈ F(F ) (y 6= 0) as in (17.2.1). Then

(
1
0
0

)
¯

(
1
0
y

)
=

(
1
0
y

)

in F(E ⊕ F ). Applying q to this vector, we obtain (0, 0, y). However, as

(
β
b
x

)
¯

(
1
0
y

)
=

(
β
0

βy+x

)
,

there is no vector X ′ ∈ F(E) such that X ′¯Y = q(X ¯Y ). A fortiori there is no operator

a on F(E) such that q = a¯ id.

This property makes the definition of adaptedness to E of operators on Fb(E⊕F ) a little

bit delicate. In [Ske00d] we proposed to say an operator a ∈ Ba(Fb(E⊕F )) is adapted to E,

if it is adapted to E in Ba(F(E ⊕F )). (Then q = 1Fb(E⊕F ) is not adapted, whereas, all the

operators p(T ) (T ∈ Ba(E)), `∗(x) (x ∈ E) and, consequently also `(x) would be adapted

in this sense.) We owe thanks to U. Franz (private communication) for the suggestion of

the following definition. We say an operator Ba(Fb(E ⊕ F )) is adapted to E, if it can be

written as qa for an operator a ∈ Ba(F(E ⊕ F )) adapted to E. Now q = q1F is adapted.

Clearly, a unitary u on F(E⊕F ) gives rise to a unitary qu on Fb(E⊕F ). This assures that

our calculus, including all statements concerning unitarity conditions, reduces properly to

the boolean Fock module.

Now we want to see how operators in Ba(Fb(E⊕F )) adapted to E in Ba(F(E⊕F )) look

like and how an arbitrary operator adapted in Ba(Fb(E⊕F )) to E is related to the former.

Denote by pE, pF the projections onto E,F ⊂ Fb(E⊕F ) ⊂ F(E⊕F ). Clearly, pE = pE¯ id

on F(E ⊕ F ) = F(E)¯F(F ) so that pE is adapted to E in Ba(F(E ⊕ F )) and qpE = pE.

Denote by ω̃ the vacuum of F(E ⊕ F ) and by ω that of Fb(E ⊕ F ) and define Ω = ω̃ − ω.

Observe that ω̃ω̃∗ − ωω∗ = ΩΩ∗ = 1F − q. Obviously, ωω∗ ¯ id = ωω∗ ¯ ωω∗ = ωω∗ so that

also the vacuum projection ωω∗ on Fb(E⊕F ) is adapted to E both in Ba(F(E⊕F )) and in

Ba(Fb(E⊕F )). It follows that ΩΩ∗+pF = 1F−ωω∗−pE is adapted to E in Ba(F(E⊕F )).

An operator on Fb(E⊕F ) adapted to E differs from an operator a on F(E⊕F ) adapted

to E just by the component ΩΩ∗a = ΩΩ∗α (α = 〈Ω, aΩ〉) of a along ΩΩ∗. It follows that
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a− (ΩΩ∗ + pF )α ∈ Ba(Fb(E ⊕ F )) is adapted to E in Ba(F(E ⊕ F )). In other words, each

operator qa ∈ Ba(Fb(E ⊕ F )) with a adatped to E in Ba(F(E ⊕ F )) can be written as a

sum of the operator a−(ΩΩ∗+pF )α ∈ Ba(Fb(E⊕F )) is adapted to E in Ba(F(E⊕F )) and

pF α ∈ Ba(Fb(E⊕F )). The component α is unique, because qa = qa′ implies a−a′ ∈ CΩΩ∗

and the only adapted element in this space is 0. One may verify that qa 7→ α defines a

character. Therefore, the operators in Ba(Fb(E ⊕F )) adapted to E both in Ba(F(E ⊕F ))

and in Ba(Fb(E⊕F )) form an ideal of codimension 1 in those operators adapted to E only

in Ba(Fb(E ⊕ F )).

17.2.3 Theorem. An operator in Ba(Fb(E ⊕ F )) is adapted to E in Ba(Fb(E ⊕ F )) is

the sum of a unique operator in Ba(Fb(E)) exended by 0 to F ⊂ Fb(E ⊕ F ) and a unique

multiple of pF .

Proof. It remains to show the statement for an operator a ∈ Ba(Fb(E⊕F )) adapted to E

in Ba(F(E ⊕F )) so that the second summand is zero. One easily checks that the subspace

F of Fb(E ⊕ F ) ⊂ F(E ⊕ F ) consists of all elements of the form (ω̃ − ω) ¯ y. Then for

a′ ∈ Fb(E) we have (a′¯ id)((ω̃− ω)¯ y) = 0, because a′(ω̃− ω) = 0. Conversely, if ay = 0

for all y ∈ F , then a restricts to an operator a′ on Fb(E) such that a′¯ id = a, as before.

Now we concentrate on F = F(L2(R, E)). We remark that it does not matter, whether

we first construct L2(R, E)) for the Hilbert B–module E and then turn it into a Hilbert

B̃–B̃–module, or conversely. (Of course, E contains not one non-zero element commuting

with any non-zero element of B̃. Thus, E is extremely uncentered.)

The truncated structure of our Fock module or, what is the same, the trivial action of

B on E reduces the possibilities for integrals. In a creation integral
∫

F d`∗(x) G only the

component of F along 1F − q contributes. Absorbing the numerical time dependence of the

multiple of 1F − q into G, we may replace F by 1F . The opposite statement is true for

annihilation integrals. Particularly boring are conservation integrals where only integrals

of the form
∫ T

τ
f(t) dpt(T ) with a numerical function f ∈ C(R) survive. Considering f as

multiplication operator on E∞, we just obtain p(fTII [τ,T]) =
∫ T

τ
dpt(fT ). This means that in

all non-zero places of the Ito table the processes G and F ′, which are “sandwiched” between

the differentials, dissappear.

On the remaining sides of the integrators we may insert the vacuum projection ωω∗

without changing the value of the integral. Thus, we have
∫

d`∗(x) G =
∫

d`∗(x) ̂̀(G∗ω),∫
F d`(x) =

∫ ̂̀∗(Fω) d`(x) and
∫

F dµx,y G =
∫ ̂̀∗(Fω) dµx,y ̂̀(G∗ω).

Let U be a left adapted cocycle obtained as solution of the differential equation as in
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Theorem 16.6.1 (with  ∈ B, not in B̃). We write this in integral form and obtain

Ut = 1F +

∫ t

0

Us

(
dps(T) + d`∗s(ξ) + d`s(ζ) +  ds

)
. (17.2.2)

Let us multiply (17.2.2) by 1 ∈ B ⊂ Ba(F) from both sides. (Due to the trivial action of

B this corresponds more or less to the vaccum conditional expectation on the boolean Fock

module. Thus, the result may be interpreted as an element of B.) Then all integrals except

the time integral cancel. We obtain

1Ut1 = 1 +

∫ t

0

1Us1 ds.

In other words, setting bt = 1Ut1 ∈ B, we find bt = et. This means that we obtain a

CP-semigroup T of the very special form

Tt(b) = 〈ω, UtbU
−1
t ω〉 = btbb

∗
t .

(Notice that we did not even require Ut to be unitary.)

Conversely, let E be a Hilbert B–module equipped with the usual Hilbert B̃–B̃–module

structure. If Tt(b) = 〈ζt, bζt〉 (ζt ∈ F) defines a semigroup on B, then for the components

b∗t = 1ζt ∈ B of ζt, we necessarily have bsbtbb
∗
t b
∗
s = bs+tbb

∗
s+t for all b ∈ B; s, t ∈ R+. Of

course, this does not necessarily mean that bsbt = bs+t. Constructing the GNS-system of T

we may show that the bt can be chosen accordingly. Together with the assumption that T

has a bounded generator we arrive at the same conclusion.

And yet another way to look at it is to start with a uniformly continuous unital CP-

semigroup T̃ on B̃. Then the GNS-module E of the part 〈ζ, •ζ〉 of the generator L has

the desired B̃–B̃–module structure, if and only if 〈ζ, bζ〉 = 0 for all b ∈ B. In this case,

the restriction of L to B has the form L(b) = b + b∗ where Re  = −1
2
〈ζ, ζ〉 ∈ B and

Im  = 1h ∈ B. Once again, one verifies directly by differentiation that Tt(b) = etbet∗ has

this generator. Additionally, we see that T̃ is the unital extension of a contractive uniformly

continuous CP-semigroup T from B to T̃ .

Contractive CP-semigroups on C have the form Tt(z) = e−tcz (c ≥ 0). We discuss this

special case and its truncated Fock C̃–C̃–module L2(R+)⊕ 1̃ at length in Example 12.3.7.

17.3 More general 0–criteria

The main goal of this section is to extend Theorem 16.4.4 to expressions with more than

one summand for each type of integral. The trick is the same as in Theorem 13.1.2 Section

13.5 where we tensorize all modules with Mn in order to write n summands as a single

expression.
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As explained for the time ordered Fock module in Section 13.5 we have

F(L2(R,Mn ⊗ F )) = Mn ⊗F(L2(R, F )).

We use this to generalize Theorem 16.4.4 to finitely many summands. We do not discuss

this in any detail, but explain only the general idea. The resulting criteria are similar to

their analogues in Speicher [Spe91].

Let Ai, Bi (i = 1, . . . , n) be processes in A0
1. Let Ii (i = 1, . . . , n) be integrators of the

same type. Define the (adapted for t ≥ 0) processes Â =
(
Ajδ1j

)
ij

and B̂ =
(
Biδi1

)
ij

on

Mn⊗F(L2(R, F )) and the integrator function Î =
(
Iiδij

)
ij
. Then

∫
Â dÎ B̂ is the (adapted

for t ≥ 0) process on Mn ⊗ F(L2(R, F )) whose 1–1–entry is
n∑

i=1

∫
Ai dIi Bi and which is 0

in any other place. Applying the appropriate criterion from Theorem 16.4.4 we find (as in

[Spe91]) a matrix of functions each of which must be 0 separately. These criteria are not

very handy, so we dispense with a general formulation.



Part V

Appendix

The appendix consists of several parts. In Appendices A and B we collect mainly preliminary

results, which are more less well-known, but maybe cannot be found in literature in this

condensed form, adapted precisely to our needs. Whereas, Appendices C and D contain

original material.

Appendix A contains preliminary results about semi-norms, (pre–)C∗–algebras and nor-

mal mappings on von Neumann algebras. Of course, it is not our goal to repeat all basic

facts which we are using throughout these notes. As far as we are concerned with standard

results in C∗–algebra theory and elementary fact about von Neumann algebras, we refer

the reader to a text book, for instance, like Murphy [Mur90]. Most of these facts and some

results about normal mappings can be found also in the fairly self-contained appendix of

Meyer’s book [Mey93]. (This appendix meets also our intention to use only elementary

methods available to non-experts.) Of course, any other text book like Sakai [Sak71] or

[Tak79] serves as reference. We concentrate rather on emphasizing those results which turn

over from C∗–algebras to pre–C∗–algebras and those which need a revision before we may

use them. Some original ideas (basically, extensions from Kümmerer and Speicher [KS92])

about graded Banach spaces, which we need for Part IV, are collected in Appendix A.3.

In Appendix B we collect the function spaces (in particular, those with values in Ba-

nach spaces) used throughout and state their basic properties. Appendix B.1 gives a fairly

complete account of what we need to know about functions on measure spaces. Certainly,

everything here is standard, but spread over literature. As it is tedious to collect everthing

from books like Diestel and Uhl [DU77], we decided to include it in a compact form. Ap-

pendix B.2 collects a few properties of continuous functions on locally compact spaces. In

these notes we need mainly functions on R (or Rd) which are treated in Appendix B.4.

The treatement of the generalized time integral and some of the extension results may be

non-standard. Appendix B.3 introduces the basic lattices we need (one of which is not very

usual).

In Appendix C we extend the notion of two-sided Hilbert modules to modules over

P ∗–algebras (∗–algebras with an extended, but still algebraic positivity structure) as intro-

duced in Accardi and Skeide [AS98]. We need this in Chapters 8 and 9. In Appendix D

we present our results from Skeide [Ske98a] about the full Fock module arising from the
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stochastic limit of the free electron. This is an important example from physics, but the

lengthy computations would interupt the general text where we dicided to limit ourselves

to a short description of the emerging structure in short examples.



Appendix A

Miscelaneous preliminaries

A.1 Semi-normed spaces

A.1.1 Definition. A seminorm on a vector space V is a mapping ‖•‖ : V → R fulfilling

‖x + y‖ ≤ ‖x‖+ ‖y‖ (x, y ∈ V ) and ‖zx‖ = |z| ‖x‖ (z ∈ C, x ∈ V ).

A norm is a seminorm for which ‖x‖ = 0 implies x = 0. A (semi-)normed space is a vector

space with a (semi-)norm. By NV we denote the subset {x ∈ V : ‖x‖ = 0} of length-zero

elements in a seminormed space V . One easily checks that V/NV with ‖x + NV ‖ = ‖x‖ is

a normed space.

A.1.2 Definition. Let V,W be two seminormed spaces. On the space L(V, W ) of linear

mappings T : V → W we define the function

‖T‖ = sup
‖x‖≤1

‖Tx‖

with values in [0,∞]. By B(V,W ) = {T ∈ L(V, W ) : ‖T‖ < ∞} we denote the space of

bounded linear mappings V → W .

Obviously, B(V,W ) is a seminormed space, and B(V, W ) is normed, if and only if W is

normed.

A.1.3 Lemma. Let T ∈ B(V, W ). Then TNV ⊂ NW . In other words, T gives rise to a

(unique) bounded operator in B(V/NV ,W/NW ) also denoted by T .

Proof. We conclude indirectly. Suppose T ∈ L(V,W ) and x is an element in V such that

‖x‖ = 0, but ‖Tx‖ = 1. Then ‖λx‖ = 0, but ‖Tλx‖ = λ so that sup
‖y‖≤1

‖Ty‖ ≥ sup
λ
‖Tλx‖ =

∞. Therefore, T is not an element of B(V, W ).

279
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A.1.4 Corollary. ‖T‖ = sup
‖x‖≤1

‖Tx‖ = sup
‖x‖<1

‖Tx‖ = sup
‖x‖=1

‖Tx‖ = sup
‖x‖6=0

‖Tx‖
‖x‖ .

We mention that ‖ST‖ ≤ ‖S‖ ‖T‖ also for mappings between seminormed spaces. And

if W is a Banach space (i.e. a complete normed space), then so is B(V, W ). In this case,

each mapping in T ∈ B(V,W ) gives rise to a (unique) mapping in B(V/NV ,W ).

A.1.5 Remark. If T is an isometric mapping between semiinner product spaces V and

W , then it is bounded, in particular. This provides us with a simple and powerful tool to

establish well-definedness of isometric mappings V/NV → W/NW , even if the mapping is

not adjointable.

A.1.6 Remark. Let W be a subspace of a normed space V . One easily verifies that

x 7→ ‖x‖W := inf
y∈W

‖x + y‖ defines a seminorm on V . The space of length-zero elements for

this norm is precisely the closure of W in V . Therefore, V/W is a seminormed space with

seminorm ‖•‖W . It is normed, if and only if W is closed in V . If V ⊃ W are Banach spaces,

then so is V/W . Indeed, suppose that
(
xn

)
n∈N is a sequence in V such that

(
xn + W

)

is a Cauchy sequence in V/W and find a monotone function k 7→ Nk on N such that

‖xn − xm‖W < 1
(k+1)2

for all n,m ≥ Nk. Set zn = xNn − xNn−1 for n ∈ N with N0 = 0,

x0 = 0. For each n ∈ N choose yn ∈ zn + V such that ‖yn‖ < ‖zn‖W + 1
n2 < 2

n2 . Then the

series
∞∑

n=1

yn converges to some x ∈ V , and lim
n→∞

(xn + W ) = x + W in V/W , because

‖x− xNn‖W =
∥∥∥

∞∑

k=n+1

yk +
n∑

k=1

(yk − zk)
∥∥∥

W
≤

∥∥∥
∞∑

k=n+1

yk

∥∥∥ → 0.

A.2 Direct sums of normed spaces

A.2.1 Definition. Let
(
V (t)

)
t∈L be a family of normed spaces. We say a norm on V =⊕

t∈L
V (t) is admissible, if its restriction to V (t) coincides with the norm of V (t), and if

∥∥x(t)
∥∥ ≤ ‖x‖ (A.2.1)

for each x =
(
x(s)

) ∈ V and each t ∈ L.

A.2.2 Remark. The admissible norms are precisely those for which all canonical projections

p(t) : V → V (t), p(t)(x) = x(t) have norm 1. Define the norm ‖•‖1 of the `1–direct sum, by

setting

‖x‖1 =
∑

t∈L

∥∥x(t)
∥∥ .
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Clearly, ‖•‖1 is admissible and ‖x‖1 ≥ ‖x‖ for any other admissible norm. By V1 we denote

the `1–completion of V . Obviously, for any admissible norm V is contained in V1.

A.2.3 Proposition. V is complete, if and only if L is a finite set and each V (t) is complete.

Proof. “⇒”. Each Cauchy sequence in x
(t)
n in V (t) embeds as a Cauchy sequence into V

and the projection onto V (t) is continuous. Therefore, if V is complete, then so is V (t) for

all t ∈ L. On the other hand, if #L is not finite, then V is certainly not complete.

“⇐”. If #L is finite, then we have

‖x‖1

#L
≤ ‖x‖ ≤ ‖x‖1 .

In other words, any admissible norm is equivalent to ‖•‖1. A sequence
(
xn

)
n∈N in V is a

Cauchy sequence in ‖•‖1, if and only if each sequence
(
x

(t)
n

)
n∈N in V (t) is a Cauchy sequence.

Therefore, for finite #L the direct sum V is complete, if and only if all V (t) are complete.

A.2.4 Remark. V1 consists precisely of those families
(
x(t)

)
for which that norms ‖x(t)‖

are absolutely summable over L. See B.1.17 and cf. also Example 1.5.5.

A.3 Operators on graded Banach spaces

Direct sums as considered in Appendix A.2, in the first place, are vector spaces with an

L–graduation. Sometimes, if we want to emphasize this graduation, we write Vg for the

algebraic direct sum. This is particularly useful in Chapter 16 where we start with a Banach

space V which has graded subspace Vg (usually dense in V in some topology). According

to our needs in Chapter 16, we consider only Z–graduations and we assume that the graded

subspaces V (n) of V are Banach spaces. We call the elements of V (n) homogeneous of degree

n. (We do not exclude 0 ∈ V (n) (n ∈ Z).)

The following lemma differs from a result in [KS92] just by a slightly more general

formulation. Together with Lemma A.3.2 it shows us that all limits of bilinear mappings in

Chapter 16 have to be computed only when evaluated at homogeneous elements.

A.3.1 Lemma. Let
(
V (n)

)
n∈Z,

(
C(n)

)
n∈Z, and

(
D(n)

)
n∈Z be families of Banach spaces.

Suppose that j : Cg × Dg → Vg is an even bilinear mapping (i.e. j(C(n), D(m)) ⊂ V (n+m)

for all n,m ∈ Z), and that M > 0 is a constant such that

‖j(c, d)‖1 ≤ M ‖c‖1 ‖d‖1 (A.3.1)
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for all homogeneous c ∈ C1, d ∈ D1. Then j extends to a (unique) bilinear mapping

C1 ×D1 → V1, also denoted by j, such that (A.3.1) is fulfilled for all c ∈ C1, d ∈ D1. (In

other words, j is bounded.)

Proof. We show that (A.3.1) extends to arbitrary c ∈ Cg, d ∈ Dg. (Of course, such a

mapping j extends by means of continuity to a unique bilinear mapping on C1 × D1 also

fulfilling (A.3.1).) Indeed,

‖j(c, d)‖1 =
∥∥∥
∑

n∈Z

∑

m∈Z
j(c(m), d(n−m))

∥∥∥
1
≤ M

∑

n∈Z

∑

m∈Z
‖c(m)‖ ‖d(n−m)‖ = M ‖c‖1 ‖d‖1 .

Let V be a Banach space with a family
(
V (n)

)
n∈Z of mutually linearly independent

Banach subspaces so that we may identify V1 as a subspace of V . Consider the Banach

space B(V ) of bounded (linear) operators on V . For each n ∈ Z we denote by

B(V )(n) =
{
a ∈ B(V ) : aV (m) ⊂ V (n+m)

}

the Banach space of all bounded operators on V which are homogeneous of degree n. As V (n)

is typically the n–particle sector of a Fock module, we call B(V )(n) the space of operators

with offset n in the number of particles.

A.3.2 Lemma. Let
(
jλ

)
λ∈Λ

be a net of even bilinear mappings jλ : C1 × D1 → B(V )1

(indexed by some directed set Λ) all fulfilling (A.3.1) with a constant M > 0 which is

independent of λ. Furthermore, suppose that for all homogeneous c ∈ C1, d ∈ D1 the net

jλ(c, d) converges strongly in B(V ) (of course, to a homogeneous element in B(V )). Then

the mapping (c, d) 7→ lim
λ

jλ(c, d) on Cg×Dg fulfills (A.3.1) and, therefore, extends by Lemma

A.3.1 to a mapping j : C1 ×D1 → B(V )1. Moreover, jλ(c, d) converges strongly in B(V ) to

j(c, d) for all c ∈ C1, d ∈ D1.

Proof. Let c ∈ C1, d ∈ D1, v 6= 0 in V and ε > 0. We may choose cg ∈ Cg, dg ∈ Dg such

that

‖jλ(c, d)− jλ(cg, dg)‖1 <
ε

3 ‖v‖ and ‖j(c, d)− j(cg, dg)‖1 <
ε

3 ‖v‖
for all λ ∈ Λ. Furthermore, choose λ0 ∈ Λ such that

‖j(cg, dg)v − jλ(cg, dg)v‖ <
ε

3

for all λ ≥ λ0.

Lemmata A.3.1 and A.3.2 have obvious generalizations to multi-linear even mappings.

This can be shown by direct generalization of the above proofs. A less direct but more elegant
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method makes use of the projective tensor product of Banach spaces. Almost everything

what can be said about the projective norm on the algebraic tensor product of two Banach

spaces is collected in the remarkable Proposition T.3.6 in [WO93, Appendix T] which we

repeat here for convenience.

Let C, D be normed spaces and define the following two numerical functions on B =

C ⊗D.

γ(b) = inf
{∑

‖ci‖ ‖di‖ :
∑

ci ⊗ di = b
}

λ(b) = sup
{
‖(ϕ⊗ ψ)(b)‖ : ϕ ∈ L(C,C), ‖ϕ‖ ≤ 1, ψ ∈ L(D,C), ‖ψ‖ ≤ 1

}

Recall that a seminorm α on B is called cross (subcross), if α(c⊗ d) = ‖c‖ ‖d‖ (α(c⊗ d) ≤
‖c‖ ‖d‖).

A.3.3 Proposition. [WO93]. The functions γ and λ are cross norms on B, and γ

majorizes any other subcross seminorm on B.

Proof. (i) Of course, λ is a seminorm. The functionals ϕ ⊗ ψ separate the points of B.

(This follows from the same statement for finite dimensional vector spaces and an application

of the Hahn-Banach theorem.) Therefore, λ is a norm.

(ii) Obviously, λ is subcross. On the other hand, by the Hahn-Banach theorem there

are norm-one functionals ϕ, ψ with ϕ(c) = 1 = ψ(d) so that λ is cross.

(iii) γ is a seminorm (because in the norm of a sum the infimum is taken over more

possibilities than in the sum of the norms of each summand) and, obviously, γ is subcross.

(iv) If α is a subcross seminorm, then α
(∑

ci⊗di

) ≤ ∑ ‖ci‖ ‖di‖, whence, α(b) ≤ γ(b).

(v) γ majorizes λ and, therefore, is a norm. In particular, ‖c‖ ‖d‖ ≥ γ(c⊗d) ≥ λ(c⊗d) =

‖c‖ ‖d‖ so that γ is a cross norm.

γ is called the projective norm and the completion C ⊗γ D with respect to γ is the

projective tensor product. The projective tensor product carries over the universal property

of the algberaic tensor product to that of Banach spaces; cf. Proposition C.4.2.

A.3.4 Corollary. If j : C × D → V (V a Banach space) is a bounded bilinear mapping,

then there exists a unique linear mapping ĵ : C ⊗γ D → V fulfilling ĵ(c ⊗ d) = j(c, d) and

‖ĵ‖ = ‖j‖.

Proof.
∥∥ĵ

(∑
ci⊗ di

)∥∥ ≤ ‖j‖∑ ‖ci‖ ‖di‖. Taking the infimum over
∑

ci⊗ di = b, we find

‖ĵ(b)‖ ≤ ‖j‖ γ(b).

A.3.5 Proposition. In the notations of Lemma A.3.1 we equip B = Cg ⊗γ Dg with a

graduation by defining the graded subspaces B(n) =
⊕
m∈Z

C(m) ⊗γ D(n−m). Then ‖•‖1 = γ.
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Proof. Of course, ‖•‖1 majorizes γ. On the other hand, a simple computation as in the

proof of Lemma A.3.1 shows that ‖•‖1 is subcross. Consequently, it must coincide with the

projective norm.

Now the multi-linear analogues of the lemmata follow easily by induction, when trans-

lated into statements on linear mappings on multiple projective tensor products.

Clearly, Lemmata A.3.1 and A.3.2 (and their multi-linear extensions) remain also true in

the case, when j is homogeneous of degree `, i.e. when j(C(n), D(m)) ⊂ V (n+m+`) (n,m ∈ Z).

A.3.6 Corollary. The convergence in Lemma A.3.2 is also strongly in B(V1).

Proof. (c, d, v) 7→ jλ(c, d)v is a 3–linear mapping on C1×D1×V1. Therefore, we may also

replace v ∈ V1 by an element vg ∈ Vg which is close to v in ‖•‖1.

A.4 Banach algebras

A.4.1 Definition. A Banach algebra is a Banach space A with a bilinear multiplication

(a, a′) 7→ aa′ such that the norm is submultiplicative, i.e. ‖aa′‖ ≤ ‖a‖ ‖a′‖. If A is not

complete, then we speak of a normed algebra. If A is unital, then we assume that ‖1‖ = 1.

If ‖•‖ is only a seminorm, then the quotient A/NA is a normed algebra.

A Banach ∗–algebra (a normed ∗–algebra) is a Banach algebra (a normed algebra) A with

an isometric involution (i.e. an anti-linear, self-inverse mapping on A).

The most important (unital) Banach algebra is that of bounded operators on a Banach

space B. However, unlike C∗–algebras, by far not all Banach algebras admit a faithful

representation as a subalgebra of some B(B).

The most obvious property of (unital) Banach algebras (sufficient to understand Ap-

pendix A.5) is that they allow for a power series calculus, i.e. if f(z) =
∞∑

n=0

cnz
n is a power

series with radius of convergence r say, then f(a) is a well-defined element of A, whenever

‖a‖ < r. In this context, ‘calculus’ means that f(a)+g(a) = (f +g)(a), f(a)g(a) = (fg)(a),

and f(g(a)) = (f ◦ g)(a), whenever both sides exist. z 7→ f
(

rza
‖a‖

)
is an analytic, A–valued

function the disc D = {z ∈ C : |z| < 1}. The most important series is the geometric or

Neumann series
∞∑

n=0

an which exists for ‖a‖ < 1 and, as usual, gives us (1−a)−1. This allows

to show that the invertible elements in a Banach algebra form an open subset. (Indeed,

let ∈ A be invertible and choose b ∈ A with ‖a− b‖ < ‖a−1‖−1
, whence ‖1− a−1b‖ < 1.

Therfore, a−1b and a are invertible so that also b is invertible.)
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A.5 Semigroups in Banach algebras

A.5.1 Definition. Let A be a unital Banach algebra and T = R+ or T = N0. A semigroup

in A is a family T =
(
Tt

)
t∈T of elements Tt ∈ A such that T0 = 1 and TsTt = Ts+t. If

A = B(B) is the algebra of bounded operators on a Banach space B (with composition ◦
as product), then we say T is a semigroup on B.

A semigroup T =
(
Tt

)
t∈R+

in A is uniformly continuous, if

lim
t→0

‖Tt − 1‖ = 0.

A semigroup T on B is a C0–semigroup, if t 7→ Tt(b) is continuous for all b ∈ B. If B is itself

a Banach space of operators on another Banach space (for instance, if B is a von Neumann

algebra), then T is strongly continuous, if Tt(b) is strongly continuous in B for all b ∈ B.

A.5.2 Proposition. A uniformly continuous semigroup T is continuous.

Proof. Let us fix a compact interval K = [0, T]. Since Tt+δ − Tt = (Tδ − 1)Tt, there exists

for all t ∈ K and all ε > 0 a δt > 0 such that ‖Ts − Tt‖ < ε
2

for all s ∈ [t, t + δt). Choose

finitely many ti with corresponding δn such that the open intervals (ti, ti + δi) cover K. Let

t ∈ (ti, ti+δi) for some i. Then ‖Ts − Tt‖ ≤ ‖Ts − Tti‖+‖Tti − Tt‖ < ε for s ∈ (ti, ti+δi).

A.5.3 Proposition. T is differentiable everywhere. Denoting by L = T ′
0 ∈ A the generator

of T , the formula

Tt = etL

establishes a one-to-one correspondence between elements L in A and uniformly continuous

semigroups T . In particular, any uniformly continuous semigroup extends to a uniformly

continuous group indexed by R.

Proof. Let L ∈ A. Clearly, the series

etL =
∞∑

n=0

tnLn

n!

converges absolutely and defines an entire function of t. The semigroup property may be

checked as usual by the Cauchy product formula. The function is arbitrarily continuously

differentiable and fulfills the differential equation T ′
t = LTt with initial condition T0 = 1

or, equivalently, Tt = 1 +
∫ t

0
LTs ds. Uniqueness of the solutions of such integral equations

follows as in the proof of Proposition 16.2.2 with the help of Banach’s fix point theorem.
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Conversely, if Tt is a uniformly continuous semigroup and, therefore, integrable, then we

have d
dt

∫ t

t0
Ts ds = Tt and a similar formula for the lower bound. In particular, for any ε > 0

we have
∥∥∥T0 − 1

τ

∫ τ

0

Ts ds
∥∥∥ < ε,

for τ sufficiently small. Since T0 is invertible and the invertibles in a Banach algebra form

an open subset, we find that
∫ τ

0
Ts ds is invertible for τ > 0 sufficiently small. Define

Iτ (t) =
∫ τ+t

t
Ts ds = Tt

∫ τ

0
Ts ds. Then Iτ (t) is differentiable with respect to t and so is

Tt = Iτ (t)
[∫ τ

0
Ts ds

]−1
. Denote L = T ′

0. By the semigroup property we have T ′
t = LTt. Once

again, etL is the unique solution of this differential equation, fulfilling the initial condition

T0 = 1.

A.5.4 Proposition. Let T be a uniformly continuous (semi)group with generator L. Then

Tt = lim
n→∞

(
1 + t

n
L)n

= lim
n→∞

(
1− t

n
L)−n

.

Proof. We have the following (very rough) estimate

‖Tε − 1− εL‖ ≤ ε2 ‖L‖2 (A.5.1)

for |ε| sufficiently small. This yields

∥∥Tt −
(
1 + t

n
L)n∥∥ =

∥∥T n
t
n
− (

1 + t
n
L)n∥∥ =

∥∥∥
n−1∑
i=1

T i−1
t
n

(T t
n
− 1− t

n
L)(1 + t

n
L)n−i

∥∥∥

≤ (n− 1)
(

t
n

)2
max

i=1,... ,n

(∥∥T i−1
t
n

∥∥,
∥∥(1 + t

n
L)n−i

∥∥) ≤ n−1
n

t2

n
e

n−1
n

t‖L‖

which, clearly, goes to 0 as n increases to ∞. This proves the first limit. The second limit

follows from Tt = (T−t)
−1 and the observation that 1 + t

n
L is invertible for n sufficiently

big.

A.5.5 Proposition. (Trotter product formula.) Let T, S be uniformly continu-

ous semigroups with generators L,K, respectively. Denote by S◦T =
(
S◦Tt

)
the uniformly

continuous semigroup with generator L+K
2

. Then

S◦Tt = lim
n→∞

(S t
2n

T t
2n

)n.

Proof. We have

∥∥S◦Tε − S ε
2
T ε

2

∥∥ ≤
∥∥S◦Tε − 1− εL+K

2

∥∥ +
∥∥1 + εL+K

2
− S ε

2
T ε

2

∥∥ ≤ ε2C

where C > 0 is a suitable constant. Now the statement follows precisely as in the preceding

proof.

By the same proof we obtain the following variant.
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A.5.6 Corollary. Let 0 ≤ κ ≤ 1 and denote by SκT =
(
SκTt

)
the uniformly continuous

semigroup with generator κL+ (1− κ)K. Then

SκTt = lim
n→∞

(Sκt
n

T (1−κ)t
n

)n.

A.5.7 Remark. Corollary A.5.6 tells us how we may construct semigroups to convex com-

binations of a pair of generators. Liebscher [Lie00a] remarks that (by a proof similar to

Lemma 7.4.1(3)) also affine combination (i.e. κ ∈ C) are possible.

A.5.8 Remark. If T is a semigroup, but T0 6= 1, then all preceding statements make sense,

if we restrict to the Banach subalgebra of A generated by Tt (t ∈ R+). In this subalgebra

T0 is a unit. So the statements are true replacing everywhere 1 with T0. Reembedding the

semigroup into A, we obtain Tt = T0e
tL = (T0 − 1) + etL.

A.6 Generators of CP-semigroups

The form of generators of uniformly continuous CP-semigroups was found by Christensen

and Evans [CE79] for arbitrary, even non-unital, C∗–algebras B. We quote the basic result

[CE79, Theorem 2.1] rephrased in the lanuguage of derivations with values in a pre-Hilbert

B–B–module F , i.e. a linear mapping d : B → F fulfilling

d(bb′) = bd(b′) + d(b)b′.

Then we repeat the cohomological discussion of [CE79] which allows to find the form of the

generator in the case of von Neumann algebras.

A.6.1 Lemma. Let d be a bounded derivation from a pre–C∗–algebra B (⊂ Ba(G)) to a

pre-Hilbert B–B–module F (⊂ Ba(G,F ¯ G)). Then there exists ζ ∈ spans d(B)B (⊂ F
s ⊂

B(G, F ¯G)) such that

d(b) = bζ − ζb. (A.6.1)

Observe that spans d(B)B is a two-sided submodule of F
s
. Indeed, we have bd(b′) =

d(bb′)− d(b)b′ so that we have invariance under left multiplication.

Recall that a derivation of the form as in (A.6.1) is called inner, if ζ ∈ F . Specializing

to a von Neumann algebra B we reformulate as follows.

A.6.2 Corollary. Bounded derivations from a von Neumann algebra B to a von Neumman

B–B–module are inner (and, therefore, normal).
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Specializing further to the von Neumann module B, we find the older result that bounded

derivations on von Neumann algebras are inner; see e.g. [Sak71]. We remark, however, that

Lemma A.6.1 is proved by reducing it to the statements for von Neumann algebras. The

proofs of both depend heavilly on the decomposition of von Neumann algebras into different

types.

In the sequel, we restrict to normal CP-semigroups von Neumann algebas. As an ad-

vantage (which is closely related to self-duality of von Neumann modules) we end up with

simple statements as in Corollary A.6.2 instead of the involved ones in Lemma A.6.1. The

more general setting does not give more insight (in fact, the only insight is that satisfactory

results about the generator are only possible in the context of von Neumann algebras), but

just causes unpleasant formulations.

A.6.3 Theorem. [CE79]. Let T be a normal uniformly continuous CP-semigroup on a

von Neumann algebra B with generator L. Then there exist a von Neumann B–B–module

F , an element ζ ∈ F , and an element β ∈ B such that L has the Christensen-Evans form

(5.4.3), and such that F is the strongly closed submodule of F generated by the derivation

d(b) = bζ − ζb. Moreover, F (but not the pair (β, ζ)) is determined by L up to (two-sided)

isomorphism.

Proof. We proceed similarly as for the GNS-construction, and try to define an inner

product on the B–B–module B⊗B with the help of L. However, since L is only conditionally

completely positive, we can define this inner product not for all elements in this module,

but only for those elements in the two-sided submodule generated by elements of the form

b⊗ 1−1⊗ b. This is precisely the subspace of all
∑
i

ai⊗ bi for which
∑
i

aibi = 0 with inner

product

〈∑
i

ai ⊗ bi,
∑

j

aj ⊗ bj

〉
=

∑
i,j

b∗iL(a∗i aj)bj. (A.6.2)

We divide out the length-zero elements and denote by F the strong closure.

By construction, F is a von Neumann B–B–module and it is generated as a von Neumann

module by the bounded derivation d(b) = (b ⊗ 1 − 1 ⊗ b) + NF . By Corollary A.6.2 there

exists ζ ∈ F such that d(b) = bζ − ζb. Moreover, we have

L(bb′)− bL(b′)− L(b)b′ + bL(1)b′ = 〈ζ, bb′ζ〉 − b〈ζ, b′ζ〉 − 〈ζ, bζ〉b′ + b〈ζ, ζ〉b′

from which it follows that the mapping D : b 7→ L(b) − 〈ζ, bζ〉 − b(L(1)−〈ζ,ζ〉)+(L(1)−〈ζ,ζ〉)b
2

is a bounded hermitian derivation on B. Therefore, there exists h = h∗ ∈ B such that

D(b) = ibh− ihb. Setting β = L(1)−〈ζ,ζ〉
2

+ ih we find L(b) = 〈ζ, bζ〉+ bβ + β∗b.
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Let F ′ be another von Neumann module with an element ζ ′ such that the derivation

d′(b) = bζ ′ − ζ ′b generates F and such that L(b) = 〈ζ ′, bζ ′〉 + bβ′ + β′∗b for some β′ ∈ B.

Then the mapping d(b) 7→ d′(b) extends as a two-sided unitary F → F ′, because the inner

product (A.6.2) does not depend on β.

A.7 Pre–C∗–algebras

A.7.1 Definition. A normed ∗–algebra A is a pre–C∗–algebra, if the norm is a C∗–norm,

i.e. if ‖a∗a‖ = ‖a‖2. A C∗–algebra is a complete pre–C∗–algebra.

The completion of a pre–C∗–algebra is a C∗–algebra. Also the quotient of a C∗–seminorm

may be divided out, but we will not speak about semi–C∗–algebras. It is rather our goal to

collect those well-known properties of C∗–algebras which extend to pre–C∗–algebras and to

separate them from those which must be revised.

C∗–algebras admit a faithful representation on a (pre-)Hilbert space, and so do pre–

C∗–algebras. (Just complete and restrict the faithful representation of the completion to

the original pre–C∗–algebra.) Usually, our pre–C∗–algebras will be ∗–algebras of bounded

operators on a pre-Hilbert space or module and come along equipped with the operator

norm of this defining representation.

An element a in a C∗–algebra A is positive, if it can be written in the form a = b∗b

for a some b ∈ A. We may even choose b itself positive, i.e. b is the positive square root√
a of a (and as such it is determined uniquely). For a self-adjoint element a ∈ A one

checks that a± =
√

a2±a
2

are the unique positive elements in A such that a = a+ − a−
and a+a− = 0. Nothing like this is true for pre–C∗–algebras. Instead, we say a in a pre–

C∗–algebra A is positive, if it is positive in the completion of A. As our pre–C∗–algebras are

operator algebras, it is important to notice that this definition of positivity is compatible

with Definition 1.5.1 for operators.

A C∗–algebra A is spanned linearly by its unitaries or quasiunitaries. Therefore, any

representation (which, once for all, means ∗–representation) of A by adjointable operators

on a pre-Hilbert module maps into the bounded operators. Since homomorphisms (which,

once for all, means ∗–homomorphisms) from a C∗–algebra into a pre–C∗–algebra are con-

tractions (by the way, always with norm complete range), so is π. As a corollary, if such

a homomorphism is faithful, then it must be isometric. (Otherwise, its left inverse would

not be a contraction.) The same statements are true, if A is a pre–C∗–algebra which is the

union or even the closure of its C∗–subalgebras.

In several places in these notes we speak about essential objects: essential Hilbert mod-

ules (Example 1.1.5), essential conditional expectations (Definition 4.4.1), essential weak
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Markov (quasi)flows (Definition 12.4.11). All these notions are directly related to the re-

quirement that certain ideals be essential and, therefore, act faithfully in some sense. We

repeat this important notion and extend it to pre–C∗–algebras. A (not necessarily closed)

ideal (which, once for all, means ∗–ideal) I in a C∗–algebra A is essential, if it separates the

points of A, i.e. if ab = 0 (or ba = 0) for some a ∈ A and for all b ∈ I implies that a = 0.

Since I is an ideal, elements a ∈ A act as (adjointable) operators on the Hilbert I–module I

(cf. also the double centralizers in Appendix A.8). If I is essential, then this representation

of A is faithful and, therefore, isometric. It is this last property in which we are interested.

Therefore, we define an ideal I in a pre–C∗–algebra to be essential, if it is essential in A. In

Example 4.4.9 we show that this C∗–algebraic condition is, indeed, indipensable.

A C∗–algebra A admits an approximate unit, i.e. a net
(
uλ

)
λ∈Λ

in A such that lim
λ

uλa =

lim
λ

auλ = a for all a ∈ A. The standard approximate unit is the set of all positive elements u

in the open unit-ball of A which is directed increasingly for the partial order in A. Observe

that necessarily lim
λ
‖uλ‖ = 1. If A is a pre–C∗–algebra, then we may choose an approximate

unit
(
uλ

)
λ∈Λ

in the unit-ball of the completion. For each uλ we choose vλ ∈ A such that

‖uλ − vλ‖ ≤ 1
2
(1 − ‖uλ‖). Then

(
vλ

)
λ∈Λ

is an approximate unit in A even for A. Observe

that ‖vλ‖ < 1. We may and, usually, will assume that all vλ are self-adjoint. A standard

result, which remains true for pre–C∗–algebras, is that lim
λ,λ′

ϕ((vλ − vλ′)
2) = 0. (For λ, λ′

sufficiently big, we may replace v by the standard approximate unit u for A and follow the

usual proof.)

We close by collecting some simple, but, useful results.

A.7.2 Proposition. Let p and q be projections in a pre–C∗–algebra. Then the following

properties are equivalent.

1. p ≥ q

2. p− q is a projection.

3. pq = q (or, equivalently, qp = q).

4. qpq = q.

5. pqp = q.

Proof. 3 ⇒ 4 and 3 ⇒ 5 are clear. 4 ⇒ 3. We have 0 = q(1 − p)q = q(1 − p)2q =

((1 − p))∗q((1 − p)q), whence (1 − p)q = 0 or qp = q. 5 ⇒ 3. We have 0 = pqp(1 − p) =

q(1− p) = q − qp or q = qp. Therefore, 3, 4, and 5 are equivalent.
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3 ⇒ 2. We have (p − q)2 = p − pq − qp + q = p − q. 2 ⇒ 1 is clear. 1 ⇒ 5(⇒ 3). We

have p− q ≥ 0 so that also qpq− q ≥ 0, and we have 1− p ≥ 0 so that also q− qpq ≥ 0. In

other words, q = qpq.

A.7.3 Proposition. Let a, a′, b be elements in a pre–C∗–algebra A.

1. ab = 0, if and only if abb∗ = 0.

2. Let a ≥ 0, and a′ ≥ 0. Then (a + a′)b = 0, if and only if ab = 0 and a′b = 0.

Proof. Of course, ab = 0 ⇒ abb∗ = 0. Conversely, abb∗ = 0 ⇒ abb∗a∗ = 0 ⇒ ab = 0. This

is 1.

Of course, ab = 0 and a′b = 0 implies (a+a′)b = 0. So let a, a′ ≥ 0 and, if necessary, pass

to A so that a has a positive square root. Then b∗(a+a′)b ≥ b∗ab ≥ 0 so that b∗(a+a′)b = 0

implies b∗ab = 0 ⇒ √
ab = 0 ⇒ ab = 0, and, similarly, for a′. This is 2.

A.8 Multiplier algebras

Multiplier algebras arise naturally, if we ask, how to embed non-unital C∗–algebras into

unital ones. In the context of commutative C∗–algebras (which are isomorphic to some space

C0(M) of continuous function vanishing at infinity on a locally compact space M , and which

are unital if and only if M is compact), the multiplier algebras correspond to the Stone-

Cech compactification, which is maximal in some sense. The one-point compactification

correponds to simply adding an artificial unit. We discuss this afterwards. Needless to say

that we give pre–C∗–algebraic versions. Besides this exception, we follow Murphy [Mur90].

A double centralizer on a pre–C∗–algebra A is a pair (L,R) of mappings in B(A), fulfilling

aL(b) = R(a)b. Denote by M(A) the space of double centralizers on A. Let
(
uλ

)
λ∈Λ

be an

approximate unit for A. We conclude that

L(ab) = lim
λ

uλL(ab) = lim
λ

R(uλ)ab = lim
λ

uλL(a)b = L(a)b (A.8.1)

and similarly R(ab) = aR(b) so that L ∈ Br(A) and R ∈ Bl(A). Clearly, double centralizers

form a vector space. Since ‖L‖ = sup
‖a‖≤1,‖b‖≤1

‖aL(b)‖ = sup
‖a‖≤1,‖b‖≤1

‖R(a)b‖ = ‖R‖ we find

that M(A) is a normed space. We may define a product (L,R)(L′,M ′) = (L ◦ L′, R′ ◦ R)

and an adjoint (L,R)∗ = (R∗, L∗) where L∗(a) = L(a∗)∗ and R∗(a) = R(a∗)∗. Clearly,

M(A) with these operations is a normed ∗–algebra. From ‖L(a)‖2 = ‖L(a)∗L(a)‖ =

‖R(L(a)∗)a‖ ≤ ‖a‖2 ‖R∗ ◦ L‖ we conclude that ‖L‖2 ≤ ‖R∗ ◦ L‖ ≤ ‖R∗‖ ‖L‖ = ‖L‖2

so that M(A) is a pre–C∗–algebra, the multiplier algebra of A. Clearly, M(A) is unital.
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For each a ∈ A we may define a double centralizer (La, Ra) by setting La(b) = ab

and Ra(b) = ab. In other words, A is contained (isometrically) as an ideal in M(A). More

generally, each pre–C∗–algebra B, containing A as an ideal, gives rise to a double centralizer.

The canonical homomorphism B → M(A) is contractive. It is isometric, if and only is A is

an essential ideal in B. In other words, M(A) is the “biggest” pre–C∗–algebra, containing

A as an essential ideal. If A is unital, then for each double centralizer (L,R) we may choose

a = L(1) = R(1). Then (L,R) = (La, Ra) so that A coincides with M(A).

The strict topology of M(A) is the locally convex Hausdorff topology induced by the

families ‖a•‖ and ‖•a‖ (a ∈ A) of seminorms. If A is a C∗–algebra, then so is M(A).

Moreover, M(A) is strictly complete. On the other hand, setting aλ = uλL(uλ) = R(uλ)uλ,

computations similar to (A.8.1) show that (Laλ
, Raλ

) converges strictly to (L,R). In other

words, the unit-ball of A is strictly dense in M(A) so that we may identify M(A) with the

strict completion of A.

We close with the simplest possible unitization Ã = A⊕C1̃. There is one and only one

∗–algebra structure, preserving the multiplication of the subspace (in fact, the ideal) A, for

which 1̃ is a unit. If there is no confusion (for instance, if A is non-unital), we write 1 for 1̃.

IfA is a non-unital pre–C∗–algebra, then we identify Ã as a pre–C∗–subalgebra of M(A),

thus, norming it. Clearly, for all ã ∈ Ã we find ‖ã‖ = sup
a∈A,‖a‖≤1

‖ãa‖. If A is unital, then Ã
is isomorphic to the pre–C∗–algebraic direct sum A ⊕ C, where the copy of C correponds

to multiples of 1̃− 1. The norm of (a, µ) ∈ A⊕ C is max(‖a‖ , |µ|).

A.9 Normal mappings on von Neumann algebras

We repeat some well-known facts on normal mappings which can be found in any text book

like [Sak71, Tak79]. We also recommend the almost self-contained appendix in Meyer’s book

[Mey93].

First of all, recall that a von Neumann algebra is order complete, i.e. any bounded in-

creasing net of positive elements in a von Neumann algebra converges in the strong topology

to its unique least upper bound. A positive linear mapping T between von Neumann alge-

bras is called normal, if it is order continuous. In other words, T is normal, if and only if

lim sup
λ

T (aλ) = T (lim sup
λ

aλ) for each bounded increasing net
(
aλ

)
.

Of particular interest is the set of normal states on a von Neumann algebra. An increasing

net
(
aλ

)
converges normally to a, if and only if ϕ(aλ) converges to ϕ(a) for any normal state

ϕ. The linear span of the normal states is a Banach space, the pre-dual, and a von Neumann

algebra is the dual Banach space of its pre-dual. The σ–weak topology is the topology

induced on the von Neumann algebra by this duality.
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As normality is a matter of bounded subsets, a positive mapping T is normal, if and

only if ϕ ◦ T (aλ) converges to ϕ ◦ T (a) for all bounded increasing nets
(
aλ

)
and all ϕ in a

subset of normal states which is total in the pre-dual.

If a von Neumann algebra acts on a Hilbert space G, then the functionals of the form

〈f, •f〉 form a total subset of the pre-dual, whenever f ranges over a dense subset of G.

Moreover, using the technique of cyclic decomposition (see Section 2.3), it follows that for

some von Neumann module E the set of functionals 〈x¯ g, •x¯ g〉 is total in the pre-dual

of B(E ¯̄ G), whenever x ranges over a dense subset of E and g ranges over a dense subset

of G.

A.10 Inductive limits

A.10.1 Definition. Let L be a partially ordered set which is directed increasingly. An

inductive system over L is a family
(
Et

)
t∈L of vector spaces Et with a family

(
βts

)
t≥s

of

linear mappings βts : Es → Et fulfilling

βtrβrs = βts

for all t ≥ r ≥ s and

βtt = idEt .

The inductive limit E = lim ind
t∈L

Et of the family
(
Et

)
is defined as

E = E⊕/N,

where E⊕ =
⊕
t∈L

Et and N denotes the subspace of E⊕ consisting of all those x =
(
xt

)
for

which there exists s ∈ L (with s ≥ t for all t with xt 6= 0) such that
∑
t∈L

βstxt = 0 ∈ Es.

(Clearly, if s fulfills this condition, then so does each s′ ≥ s.)

A.10.2 Proposition. The family
(
it
)

t∈L of canonical mappings it : Et → E fulfills

itβts = is

for all t ≥ s. Clearly, E =
⋃
t∈L

itEt.

Proof. Let us identify xt ∈ Et with its image in E⊕ under the canonical embedding. We

have to check, whether βtsxs − xs ∈ N(⊂ E⊕) for all xs ∈ Es. But this is clear, because

βtt(βtsxs)− βts(xs) = 0.
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A.10.3 Proposition. Let F be another vector space and suppose f : E → F is a linear

mapping. Then the familiy
(
ft

)
t∈L of linear mappings, defined by setting

ft = fit, (A.10.1)

fulfills

ftβts = fs for all t ≥ s. (A.10.2)

Conversely, if
(
ft

)
t∈L is a family of linear mappings ft : Et → F fulfilling (A.10.2), then

there exists a unique linear mapping f : E → F fulfilling (A.10.1).

Proof. Of course, f = 0, if and only if ft = 0 for all t ∈ L, because E is spanned by all

itEt. In other words, the correspondence is one-to-one.

Consider a linear mapping f : E → F and set ft = fit. Then by Proposition A.10.2 we

have ftβts = fitβts = fis = fs.

For the converse direction let
(
ft

)
be a family of linear mappings ft : Et → F which

satisfies (A.10.2). Define f⊕ =
⊕
t∈L

ft : E⊕ → F and let x =
(
xt

) ∈ N so that for some s ∈ L
we have

∑
t∈L

βstxt = 0. Then

f⊕(x) =
∑

t∈L
ftxt =

∑

t∈L
fsβstxt = fs

∑

t∈L
βstxt = 0,

so that f⊕ defines a mapping f on the quotient E fulfilling (A.10.1).

A.10.4 Remark. The inductive limit E together with the family
(
it
)

is determined by the

second part of Proposition A.10.3 up to vector space isomorphism. This is refered to as the

universal property of E.

If the vector spaces Et carry additional structures, and if the mediating mappings βts re-

spect these structures, then simple applications of the universal property show that, usually,

also the inductive limit carries the same structures.

A.10.5 Example. If all Et are right (left) modules and all βts are right (left) module

homomorphisms, then E inherits a right (left) module structure in such a way that all it

also become right (left) module homomorphisms. A similar statement is true for two-sided

modules.

Moreover, if F is another module (right, left, or two-sided) and
(
ft

)
is a family of

homomorphisms of modules (right, left, or two-sided) fulfilling (A.10.2), then also f is

homomorphism.
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Sometimes it is necessary to work slightly more in order to see that E carries the same

structure. Denote by i : E⊕ → E the canonical mapping.

A.10.6 Proposition. Let all Et be pre-Hilbert modules and let all βts be isometries. Then

〈x, x′〉 =
∑

t,t′
〈βstxt, βst′x

′
t′〉 (A.10.3)

(x = i((xt)), x′ = i((x′t)) ∈ E, and s such that xt = x′t = 0 whenever t > s) defines an inner

product on E. Obviously, also the it are isometries.

Moreover, if
(
ft

)
t∈L with ftβts = fs (t ≥ s) is a family of isometries from Et into a

pre-Hilbert module F , then so is f .

Proof. We have to show that (A.10.3) does not depend on the choice of s. So let s1 and

s2 be different possible choices. Then choose s such that s ≥ s1 and s ≥ s2 and apply

the isometries βss1 and βss2 to the elements of Es1 and Es2 , respectively, which appear in

(A.10.3).

Since any element of E may be written in the form itxt for suitable t ∈ L and xt ∈ Et,

we see that that the inner product defined by (A.10.3) is, indeed, strictly positive.

The remaining statements are obvious.

A.10.7 Remark. Of course, the inductive limit over two-sided pre-Hilbert modules Et with

two-sided βts is also a two-sided pre-Hilbert module and the canonical mappings it respect

left multiplication.

A.10.8 Remark. If the mappings βts are non-isometric, then Equation (A.10.3) does not

make sense. However, if L is a lattice, then we may define an inner product of two elements

itxt and it′x
′
t′ by 〈βstxt, βst′x

′
t′〉 where s is the unique maximum of t and t′. This idea is

the basis for the construction in [Bha99] where also non-conservative CP-semigroups are

considered. Cf. also Remark 12.3.6.

Sometimes, however, in topological contexts it will be necessary to enlarge the algebraic

inductive limit in order to preserve the structure. For instance, the inductive limit of Hilbert

modules will only rarely be complete. If this is the case, we refer to the limit in Definition

A.10.1 as the algebraic inductive limit.

A.10.9 Definition. By the inductive limit of an inductive system of Hilbert modules we

understand the norm completion of the algebraic inductive limit.

By the inductive limit of an inductive system of von Neumann modules we understand

the strong closure of the algebraic inductive limit.
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A.10.10 Proposition. 1. Let A and B be pre–C∗–algebras. Then the inductive limit of

contractive pre-Hilbert A–B–modules is a contractive pre-Hilbert A–B–module. Conse-

quently, the inductive limit of contractive Hilbert A–B–modules is a contractive Hilbert

A–B–module.

2. Let A be a von Neumann algebra and let B be a von Neumann algebra acting on a

Hilbert space G. Then the inductive limit of von Neumann A–B–modules is a von

Neumann A–B–module.

Proof. Any element in the algebraic inductive limit may be written as itxt for suitable

t ∈ L and tt ∈ Et. Therefore, the action of a ∈ A is bounded by ‖a‖ on a dense subset of

the inductive limit of Hilbert modules. Moreover, if all Et are von Neumann modules, then

the functionals 〈itxt ¯ g, •itxt ¯ g〉 on A all are normal.



Appendix B

Spaces of Banach space valued

functions

B.1 Functions on measure spaces

B.1.1 The spaces F and F∞ and multiplication operators. Let M be a set (usually R
or R+) and let V be a Banach space. The space F(M,V ) of functions f : M → V is a vector

space in a natural fashion. By F(M) we mean F(M,C). We use a similar convention for all

other function spaces. Any function ϕ ∈ F(M) gives rise to an operator ϕ ∈ L(F(M,V ))

(the multiplication operator associated with ϕ) which acts by pointwise multiplication, i.e.

(ϕf)(x) = ϕ(x)f(x). This definition extends in an obvious way to functions ϕ : M → L(V ).

For any subset S ⊂ M we define its indicator function IIS ∈ F(M) by setting IIS(x) = 1 for

x ∈ S and IIS(x) = 0 otherwise.

On F(M,V ) we define the function ‖•‖ : F(M, V ) → [0,∞] by setting

‖f‖ = sup
x∈M

‖f(x)‖ .

We say a sequence
(
fn

)
in F(M,V ) converges uniformly to f ∈ F(M,V ), if ‖f − fn‖ → 0.

With the exception that possibly ‖f‖ = ∞, the function ‖•‖ fulfills all properties of a norm

(see Definition A.1). Therefore, the space

F∞(M, V ) =
{
f ∈ F(M, V ) : ‖f‖ < ∞}

of bounded functions on M is a normed vector subspace of F(M,V ). In fact, F∞(M,V ) is

a Banach space. (Indeed, if
(
fn

)
n∈N is a Cauchy sequence in F∞(M,V ), then fn converges

pointwise to a function f and ‖fn‖ converges to some constant C ≥ 0. From the inequality

‖f(x)‖ ≤ ‖f(x)− fn(x)‖+ ‖fn‖ → 0 + C for fixed x and n →∞ it follows that ‖f‖ ≤ C <

∞. From ‖f(x)− fm(x)‖ ≤ ‖f(x)− fn(x)‖+ ‖fn − fm‖ for fixed x and all n,m sufficiently

297
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big it follows after letting n → ∞ that ‖fm − f‖ ≤ sup
n≥m

‖fn − fm‖. Letting m → ∞ this

expression tends to 0 so that fm → f .)

If we want to distinguish the norm from other norms, we often write ‖•‖∞. The mul-

tiplication operator associated with a function ϕ ∈ F∞(M, B(V )) restricts to a bounded

operator ϕ on F∞(M,V ) with norm ‖ϕ‖ = ‖ϕ‖∞. Therefore, F∞(M, B(V )) is a (unital)

Banach subalgebra of B(F∞(M, V )).

B.1.2 Simple functions, measurable functions and essentially bounded functions.

Let (M, Σ) be a measurable space (usually R or some subset with the σ–algebra of Borel

sets). The space of simple functions is

E(M,V ) =
{

f =
n∑

i=1

viIISi

∣∣ n ∈ N, vi ∈ V, Si ∈ Σ
}

.

Clearly, E(M,V ) ⊂ F∞(M,V ). More precisely, if we choose the Si to be pairwise disjoint

(what is always possible), then

‖f‖ = max
i=1,... ,n

‖vi‖ . (B.1.1)

We consider V always as measurable space equipped with the σ–algebra B(V ) of Borel sets.

Clearly, functions in E(M,V ) are measurable.

By L∞(M, V ) we denote the closure of E(M,V ) in the Banach space F∞(M,V ) so that

L∞(M, V ) is a Banach space, too. Pointwise limits (i.e., in particular, uniform limits) of

measurable functions are again measurable. (This can be reduced to the same well-known

statement for R+–valued functions, by the observation that, if fn → f pointwise, then

‖fn − v‖ → ‖f − v‖ pointwise for all v ∈ V . The functions ‖fn − v‖ are measurable for

all n ∈ N, because ‖•‖ is continuous, hence, mesurable and compositions of measurable

functions are measurable. Consequently, also the limit function ‖f − v‖ is measurable.

Therefore, the inverse image under f of any ε–neighbourhood of v ∈ V is measurable, which

implies that f is measurable.)

Let (M, Σ, µ) be a measure space (usually, R with the Lebesgue measure λ). Then the

set Nµ = {f ∈ L∞(M, V ) | f(x) = 0 µ–a.e.} (where µ–a.e. means with exception of a set of

measure 0) is a Banach subspace of L∞(M, V ). (If
(
fn

)
is a sequence in Nµ converging to

f , and if An are null-sets such that fn ¹ A{
n = 0, then A =

⋃
n

An is a null-set in Σ, such that

f ¹ A{ = 0.) By Remark A.1.6, ‖f‖ess = inf
g∈Nµ

‖f + g‖ defines a seminorm on L∞(M,V ) and

the quotient L∞(M,V ) = L∞(M, V )/Nµ is a Banach space with norm ‖f + Nµ‖ess = ‖f‖ess.

Of course, E(M, V )/(E(M, V )∩Nµ) is a dense subspace. If it is clear from the context that

we speak about ‖•‖ess we will not distinguish between the coset f + Nµ ∈ L∞(M, V ) and

its representative f ∈ L∞(M, V ).
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B.1.3 Proposition. Let f ∈ L∞(M, V ).

1. ‖f‖ess = inf
{

C > 0
∣∣ µ

({x ∈ M : ‖f(x)‖ > C}) = 0
}
.

2. If f s is a simple function such that ‖f − f s‖ess ≤ ε, then there exists a non-null-set

S ∈ Σ such that f s ¹ S = v ∈ V and ‖v‖ ≥ ‖f‖ess − ε.

Proof. 1. Denote the right-hand side by C0 and suppose C ≥ C0. Then the set SC of

all x ∈ M for which ‖f(x)‖ > C is a null-set, so that fIISC
∈ Nµ. Therefore, ‖f‖ess ≤

‖f − fIISC
‖ ≤ C and, as C ≥ C0 was arbitrary, ‖f‖ess ≤ C0. Now let C < C0 and

suppose that ‖f‖ess ≤ C. Then for all ε > 0 there exists a function fε ∈ Nµ such that

‖f + fε‖∞ ≤ C + ε. In other words, the set of all x ∈ M for which ‖f(x)‖ > C + ε is a

null-set from which C0 ≤ C + ε. As ε > 0 was arbitrary, we find C0 ≤ C, contradicting for

all C < C0 the assumption ‖f‖ess ≤ C. It follows ‖f‖ess = C0.

2. Write f s in the form
n∑

i=1

viIISi
for pairwise disjoint sets Si ∈ Σ. Choosing i such

that ‖vi‖ is the maximum of all ‖vj‖ for which Sj is not a null-set (cf. (B.1.1)), and letting

v = vi and S = Si, we have f sIIS = v and ‖f s‖ess = ‖v‖. It follows that ‖f‖ess − ‖v‖ =

‖f‖ess − ‖f s‖ess ≤ ‖f − f s‖ess ≤ ε.

B.1.4 Remark. Allowing the value ∞, the right-hand side of Proposition B.1.3(1) makes

sense also for all measurable functions f : M → V . This is the way, how ‖•‖ess is defined,

usually. Here we recover ‖•‖ess as a quotient norm, and it is gifted by Remark A.1.6 that

the quotient space is a Banach space.

If f is measurable, then ‖f‖ess is finite, if and only if there is a measurable function f0

which is 0 µ–a.e. and f +f0 is bounded. Therefore, we call L∞(M, V ) the space of essentially

bounded functions, although it, actually, consists of equivalence classes of functions.

B.1.5 Multiplication operators to essentially bounded functions. If ϕ : M → B(V )

is a bounded measurable function, then the associated multiplication operator on F(M,V )

leaves invariant the subspaces L∞(M, V ) and Nµ, and, therefore, gives rise to operators on

L∞(M,V ) and L∞(M, V ). The norm of the former is ‖ϕ‖∞ and (making use of Proposition

B.1.3(2)) the norm of the latter is ‖ϕ‖ess. We continue denoting both operators by the

same symbol ϕ, but the norms must be distinguished clearly. The canonical mapping from

the Banach algebra L∞(M, B(V )) to the Banach algebra L∞(M, B(V )) is a contractive

surjective homomorphism.

B.1.6 Lemma. A contractive representation ρ of L∞(M, B(V )) by bounded operators on a

Banach space W is isometric, if and only if ‖ρ(bIIS)‖ ≥ ‖b‖ for all non-null-sets S ∈ Σ and

all b ∈ B(V ).
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Proof. Of course, the condition is necessary. So assume that the condition is satisfied.

Let ϕs ∈ E(M, B(V )) and choose b ∈ B(V ) and a non-null-set S ∈ Σ such that IISϕ = bIIS

and ‖ϕs‖ess = ‖b‖ like in the proof of Proposition B.1.3(2). Then

‖ρ(ϕs)‖ = ‖ρ(IIS)‖ ‖ρ(ϕs)‖ ≥ ‖ρ(IISϕs)‖ = ‖ρ(bIIS)‖ ≥ ‖b‖ = ‖ϕs‖ess .

As ρ is assumed contractive, we find ‖ρ(ϕs)‖ = ‖ϕs‖ess for simple functions, which, clearly,

extends to all of L∞(M, B(V )).

B.1.7 Observation. All preceding results about the Banach algebras L∞(M, B(V )) and

L∞(M, B(V )), first, restrict to the Banach algebras L∞(M,B) and L∞(M,B) where B is a

Banach subalgebra of B(V ) and, then, extend to the case where B is an arbitrary Banach

algebra, by considering B as a subset of B(B) or B(B̃) (depending on whether B is unital

or not) where an element b ∈ B acts on B or B̃ via left multiplication. (Observe that this

embedding is an isometry. Here is the only place where we use the unitization B̃ = B⊕C1̃ of

a non-unital Banach algebra which is normed via ‖b⊕ λ1‖ = ‖b‖+ |λ|. This norm does, in

general, not coincide with the unique C∗–norm on the unitization of a non-unital C∗–algebra

as discussed in Appendix A.8.) If B is a C∗–algebra, then it is not necessary to consider the

unitization, because already the embedding B → B(B) is isometric. Obviously, in this case

both L∞(M,B) and L∞(M,B) are C∗–algebras with pointwise involution.

B.1.8 Bochner integrable functions. Denote by E0(M, V ) the subspace of E(M,V )

generated linearly by the functions vIIS where µ(S) < ∞. It is routine to see that

∫
:

n∑
i=1

viIISi
−→

n∑
i=1

viµ(Si).

is a well-defined linear mapping E0(M,V ) → V . We also write
∫

f =
∫

f(x) µ(dx). As-

suming that the Si are pairwise disjoint, we see that
∫

is monotone, i.e. f ≥ 0 implies∫
f ≥ 0, for C–valued (or C∗–algebra–valued) functions. Consequently, ‖•‖1 : f 7→ ∫ ‖f‖

(where ‖f‖ means the function x 7→ ‖f(x)‖ in E0(M)) defines a seminorm on E0(M,V )

and ‖f‖1 ≥
∥∥∫

f
∥∥. Obviously, ‖f‖1 = 0 if and only if f ∈ Nµ. In other words, defining

the space L1
B(M,V ) of (equivalence classes of) Bochner integrable functions as the comple-

tion of E0(M, V )/(E0(M, V ) ∩ Nµ) in ‖•‖1, the integral gives rise to a norm–1–mapping

L1
B(M,V ) → V , the Bochner integral. (One can show that the Bochner integrable functions

have measurable representatives in F(M,V ); see [DU77].) In the cases of V = C we recover

the usual Banach space L1
B(M) = L1(M) of integrable functions.

We use the preceding L1–norm ‖•‖1 only in this appendix. In the remainder of these

notes ‖•‖1 stands for the `1–norm on the direct sum of Banach spaces as introduced in

Appendix A.2. For M = N the latter is a special case of the former.
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E0(M) is a semi-Hilbert space with semiinner product 〈f, g〉 =
∫

(fg). More generally, let

f ∈ E0(M,V ). Applying Cauchy-Schwartz inequality to the semiinner product 〈‖f‖ , ‖f‖〉
it follows that ‖•‖2 : f 7→

√∫ ‖f‖2 defines a seminorm on E0(M, V ). We define the space

L2
B(M, V ) of (equivalence classes of) Bochner square integrable functions as the completion

of E0(M,V )/(E0(M, V ) ∩ Nµ) in ‖•‖2. (Also Bochner square integrable functions have

measurable representatives in F(M,V ). Utilizing Minkowski inequality, also Lp–versions

can be done.) Also here in the case V = C we recover the usual space L2
B(M) = L2(M) of

square integrable functions.

B.1.9 Example. If j : C × D → V is a bounded bilinear mapping, then for all f ∈
L2

B(M, C), g ∈ L2
B(M,D), the function x 7→ j(f(x), g(x)) is in L1

B(M, V ) and (f, g) 7→∫
j(f, g) is a bounded bilinear mapping with norm less than or equal ‖j‖ (actually, equal if

Σ contains at least one non-null-set with finite measure).

For instance, if E is a Hilbert B–module than j(v∗, w) = 〈v, w〉 is a bilinear mapping on

E∗×E and ‖j‖ = 1. Therefore, 〈f, g〉 =
∫ 〈f(x), g(x)〉 defines a B–valued inner product on

L2
B(M, E). However, as we see in Example 4.3.12, L2

B(M, E) is, usually, not complete in its

inner product norm. L2
B(M, E) is a (dense) pre-Hilbert B–submodule of the exterior tensor

product L2(M, E). Example 4.3.13 shows that L2(M,E) contains elements which have not

a representative in F(M, E).

B.1.10 Example. Let ϕ ∈ E(M, B(V )) and f ∈ E0(M, V ). Then ϕ acts on f by pointwise

multiplication from the left and the result is again a function ϕf in E0(M, V ). By the simple

estimate

‖ϕf‖k ≤ ‖ϕ‖ess ‖f‖k for k = 1, 2 (B.1.2)

we see that this left action extends to a contractive representation of L∞(M, B(V )) (and, of

course, of L∞(M, B(V ))) on Lk
B(M, V ). On the other hand, this representation is not norm

decreasing (for ‖•‖ess) on functions bIIS (because ‖(bIIS)(vIIS)‖k = ‖bvIIS‖k = ‖bv‖µ(S)
1
k )

and, therefore, isometric by Lemma B.1.6. Suppose V is a Banach A–B–module for some

Banach algebras A and B (i.e. ‖avb‖ ≤ ‖a‖ ‖v‖ ‖b‖). Then analogues of the statements for

pointwise left multiplication are true also for pointwise right multiplication f 7→ fϕ so that

Lk
B(M, V ) is a Banach L∞(M,A)–L∞(M,B)–module. By Example 4.3.12, this is not true

for L2(M,E) when E is a Hilbert A–B–module.

B.1.11 Strong topology and strongly bounded functions. On E(M, B(V )) we can

introduce a strong topology which is generated by the family ϕ 7→ ‖ϕ‖v = ‖ϕv‖ (v ∈ V ) of

seminorms. By L∞,s(M, B(V )) we denote the strong closure of E(M, B(V )) in F(M, B(V )).



302 Appendix B. Spaces of Banach space valued functions

By the principle of uniform boundedness, any function f in this closure must be bounded,

so that L∞,s(M, B(V )) is a Banach subspace of F∞(M, B(V )). We call L∞,s(M, B(V ))

the space of strongly bounded functions. As the strong completion of B(V ) is L(V ), the

space L∞,s(M, B(V )) is strongly complete, if and only if V is finite-dimensional (and M is

non-empty).

If ϕ ∈ L∞,s(M, B(V )), then for each f ∈ L∞(M, V ) also the function ϕf is measurable

as limit of measurable functions. Of course, ‖ϕf‖ ≤ ‖ϕ‖ ‖f‖. The mapping f 7→ ϕf sends

elements of Nµ to elements of Nµ so that

‖ϕf‖ess = inf
g∈Nµ

‖ϕf + g‖ ≤ inf
g∈Nµ

‖ϕf + ϕg‖ ≤ ‖ϕ‖ inf
g∈Nµ

‖f + g‖ = ‖ϕ‖ ‖f‖ess .

Similarly, we have the inequalities ‖ϕf‖k ≤ ‖ϕ‖ ‖f‖k for f ∈ Lk
B(M, V ) (k = 1, 2). However,

ϕ itself need not be measurable, so if we divide out only those functions which are 0 µ–a.e.,

then this is not enough to guarantee faithfulness of representations like in Example B.1.10.

We could divide out the functions which are strongly 0 µ–a.e., but we content ourselves with

the space L∞,s and do not define L∞,s.

B.1.12 Observation. L∞,s(M, B(V )) is a Banach algebra. Indeed, let ϕ and ψ be in

L∞,s(M, B(V )), and let
(
ϕλ

)
λ∈Λ

and
(
ψκ

)
κ∈K

be nets in E(M, B(V )) approximating ϕ and

ψ, respectively, strongly. For each ε > 0 and v ∈ V choose κ0 ∈ K such that ‖(ψ − ψκ)v‖ <
ε

2‖ϕ‖ for all κ ≥ κ0. For each κ choose λ(κ) such that
∥∥(ϕ− ϕλ(κ))ψκv

∥∥ < ε
2
. (This is

possible, because the function ψκv takes only finitely many values in V .) It follows that

∥∥(ϕψ − ϕλ(κ)ψκ)v
∥∥ ≤ ‖ϕ(ψ − ψκ)v‖+

∥∥(ϕ− ϕλ(κ))ψκv
∥∥ < ε

for all κ ≥ κ0. In other words, the net
(
ϕλ(κ)ψκ

)
κ∈K

converges strongly to ϕψ.

B.1.13 Remark. If we consider E(M, Ba(E)) for some Hilbert module E, then we may

introduce the ∗–strong topology, i.e. the topology generated by the two families ϕ 7→ ‖ϕ‖v

and ϕ 7→ ‖ϕ∗‖v (v ∈ E) of seminorms. In this case, the ∗–strong closure of E(M, Ba(E)) in

F(M, Ba(E)) is ∗–strongly complete, because Ba(E) is ∗–strongly complete. In other words,

L∞,s(M, Ba(E)) ∩ L∞,s(M, Ba(E))∗ is a ∗–strongly complete C∗–algebra.

B.1.14 Finite measures. Suppose M is a finite measure space (i.e. µ(M) < ∞). Then

E0(M, V ) = E(M, V ). Similar to (B.1.2), we find

∥∥∫
f
∥∥ ≤ ‖f‖ess µ(M) (≤ ‖f‖µ(M)).

for all f ∈ E(M,V ). Therefore, L∞(M, V ) ⊂ Lk
B(M,V ) and ‖f‖k ≤ ‖f‖ess µ(M)

1
k (k =

1, 2). Moreover, if S = {x ∈ M : ‖f(x)‖ ≤ 1}, then ‖f‖1 ≤ ‖IISf‖1 + ‖IIS{f‖1 ≤ µ(M) +
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‖f‖2 so that L2
B(M, V ) ⊂ L1

B(M,V ). In particular,
∫

f is a well-defined bounded mapping

on all these spaces.

If a net
(
ϕλ

)
λ∈Λ

of functions in E(M, B(V )) converges strongly to ϕ ∈ L∞,s(M, B(V )),

then for each v ∈ V the net
∫

(ϕλv) converges to
∫

(ϕv). In other words,
∫

ϕλ converges in

the strong topology of B(V ) to the operator
∫

ϕ : v 7→ ∫
(ϕv).

B.1.15 Local variants. Let K be a subset of M (usually, compact intervals in R). Then

the multiplication operator IIK defines a projection onto a subspace of F(M,V ). Identifying

IIKf and f ¹ K, we may consider F(K,V ) as the subspace IIKF(M, V ) of F(M,V ). This

identification turns over isometrically to the several (semi)normed subspaces of F(M,V )

and the projection IIK always has norm 1. (This implies that the norm on these spaces

is admissible in the sense of Definition A.2.1, when we decompose them according to a

decomposition of M into families of pairwise disjoint subspaces; cf. B.1.17.) By ‖f‖K =

‖IIKf‖ we denote the restriction of the supremum norm to the subset K. We use similar

notations for all other (semi)norms. We also denote
∫

K
f =

∫
(IIKf).

Suppose M is a locally compact space (usually, R or Rd). The space F∞loc(M,V ) of locally

bounded functions consists of all function f ∈ F(M, V ) such that IIKf ∈ F∞(K,V ) for all

compact subsets K of M . We may consider F∞loc(M, V ) as the projective limit of the family(
F∞(K, V )

)
. Similar considerations lead to local variants of the other spaces. We may equip

these spaces with the respective projective limit topology. In other words, a net of functions

converges, if the net of restrictions to K converges for all compact subsets K of M .

B.1.16 Example. If µ is a Borel measure (i.e. any point in M has an open neighbourhood

U such that µ(U) < ∞ so that, in particular, µ(K) < ∞ for all compact subsets K of M),

then by B.1.14

L∞loc(M, V ) ⊂ L2
B,loc(M, V ) ⊂ L1

B,loc(M,V ).

In particular,
∫

K
is a linear mapping on all three spaces and bounded in the respective norm.

Recall that in all spaces E(M, V ) is a dense subspace in the respective norm. Therefore,

each space is dense in each space in which it is included. Moreover,
∫

K
extends in the

respective strong topologies to L
∞,s
loc (M, B(V )).

B.1.17 Decomposition. Let (M, Σ, µ) be a measure space, and let C be a disjoint covering

of M (i.e. a family of disjoint subsets of M such that
⋃

C∈C

C = M). Then the linear span of

all L1
B(C, V ) (C ∈ C) may be identified isometrically with their `1–direct sum (see Appendix

A.2), and its closure consists of all families
(
f (C)

)
C∈C

of vectors fC ∈ L1
B(C, V ) for which
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∥∥f (C)
∥∥ is absolutely summable over C and the net

(
pC0

)
C0⊂C,#C0<∞ converges strongly to

a norm one projection onto this closure. We show that the range of this projection is all

of L1
B(M, V ). Since the net pC0 is bounded, it is sufficient to show that lim

C0

pC0f = f for

all f = vIIS (v ∈ V, S ∈ Σ, µ(S) < ∞), because these form a total subset. By the usual

counting argument (‖IICf‖ ≥ 1
n

for at most finitely many C ∈ C), ‖IICf‖ can be different

from 0 for at most countably many C ∈ C. Now convergence follows by σ–additivity of µ.

A similar argument gives the same result for L2
B(M, V ).

B.2 Continuous functions

B.2.1 General properties. If (M, O) is a topological space and V a Banach space, then

we may consider the subspace C(M, V ) ⊂ F(M, V ) of continuous functions, and the space

Cb(M, V ) = C(M, V ) ∩ F∞(M, V ) of bounded continuous functions. Suppose that for a

sequence
(
fn

)
in C(M, V ) we have ‖fn − f‖ → 0 for a (unique) function f ∈ F(M, V ). Then

f is continuous. (Indeed, let x ∈ M and for ε > 0 choose N ∈ N such that ‖fn − f‖ ≤ ε
3
.

As fn is continuous, the inverse image O = f−1
n

(
U ε

3
(fn(x))

)
of the ε

3
–neighbourhood of

f(x) is an open set in M containing x. It follows that ‖f(x)− f(y)‖ ≤ ‖f(x)− fn(x)‖ +

‖fn(x)− fn(y)‖+ ‖fn(y)− f(y)‖ < ε for all y ∈ O. In other words, f−1
(
Uε(f(x))

)
contains

the open set O. As this is true for all points f(x) ∈ V , the inverse image of any open subset

of V is open, i.e. f is continuous.) Therefore, Cb(M, V ) is a Banach space. If M comes

along with the σ–algebra B(M) of Borel sets, then all continuous functions are measurable.

Let B be a Banach algebra. Then the product of two functions in C(M, B) is again in

C(M, B). In particular, Cb(M, B) is a Banach subalgebra of F∞(M, B). Clearly, we have

Cb(M, B(V ))Cb(M,V ) = Cb(M, V ) so that Cb(M, B(V )) ⊂ B(Cb(M, V )), isometrically.

B.2.2 Locally compact spaces. If M is compact (and Hausdorff), then C(M, V ) =

Cb(M, V ), because the numerical continuous function x 7→ ‖f(x)‖ has a maximum on the

compact set M . If M is locally compact, then it is the projective limit of its compact

subspaces. It follows that C(M, V ) = Cb,loc(M, V ). By Cc(M, V ) we denote the space of

continuous functions f with compact support, i.e. there exists a compact subset K of M

such that IIKf = f . By C0(M, V ) we denote the space of continuous functions f vanishing

at infinity, i.e. for all ε > 0 there exists a compact subset K of M such that ‖f‖K{
< ε.

Of course, Cc(M, V ) ⊂ C0(M,V ) ⊂ Cb(M, V ). Clearly, C0(M, V ) is a Banach space. (For

ε > 0 approximate the limit f ∈ F∞(M, V ) of a Cauchy sequence fn ∈ C0(M, V ) by some

fn up to ε
2
. Then choose a compact subset K ⊂ M such that ‖fn‖K{

< ε
2
. It follows

that ‖f‖K{
< ε.) And Cc(M, V ) is dense in C0(M,V ). (Making use of the one-point com-

pactification and Uryson’s lemma, on shows that there exists a net of norm-one functions
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χλ ∈ Cc(M), converging on any compact subset K to 1. Therefore, for any f ∈ C0(M,V )

the net χλf ∈ Cc(M, V ) converges in norm to f .)

If B is a (unital) Banach algebra, then C0(M, B) is a Banach subalgebra of Cb(M,B).

We have the invariances

Cb(M, B)C0(M, B) = C0(M,B)Cb(M,B) = C0(M, B)

C(M, B)Cc(M,B) = Cc(M, B)C(M, B) = Cc(M, B)

C0(M, B(V ))Cb(M, V ) ⊂ Cb(M, B(V ))C0(M,V ) = C0(M, V )

Cc(M, B(V ))C(M,V ) ⊂ C(M, B(V ))Cc(M,V ) = Cc(M,V ).

However, observe that an element ϕ ∈ Cb(M, B(V )) acts as operator with norm ‖ϕ‖ on

both Banach spaces C0(M, V ) and Cb(M,V ), whereas, an element ϕ ∈ C(M, B(V )) which

is unbounded also acts as an unbounded operator on the normed space Cc(M,V ).

B.2.3 Strong variants. By Cs(M, B(V )) we denote the space of strongly continuous B(V )–

valued functions on M . The bounded portion Cs
b(M, B(V )) is a strongly closed Banach

subalgebra of F∞(M, B(V )). (From ‖(ϕ(x)ψ(x)− ϕ(y)ψ(y))v‖ ≤ ‖ϕ‖ ‖(ψ(x)− ψ(y))v‖ +

‖(ϕ(x)− ϕ(y))ψ(y)v‖ → 0 for x → y we conclude that Cs
b(M, B(V )) is an algebra. For

any net ϕn ∈ Cb(M, B(V )) converging strongly to some ϕ ∈ F∞(M, B(V )) the limit ϕv

of the continuous functions ϕnv is again continuous, i.e. ϕ is strongly continuous.) If

M is locally compact, then already Cs(M, B(V )) is an algebra. Moreover, Cs
c(M, B(V ))

and Cs
0(M, B(V )), i.e. the function ϕ ∈ Cs(M, B(V )) for which ϕv ∈ Cc(M, V ) and ϕv ∈

C0(M,V ), are an ideal and a strongly closed ideal, respectively, in Cs
b(M, B(V )). We have

Cs
0(M, B(V ))Cb(M, V ) ⊂ Cs

b(M, B(V ))C0(M, V ) = C0(M,V )

Cs
c(M, B(V ))C(M,V ) ⊂ Cs(M, B(V ))Cc(M,V ) = Cc(M,V ).

Also here the representations of Cs
b(M, B(V )) on Cb(M,V ), C0(M, V ), and Cc(M,V ) are

isometric.

B.2.4 Example. If V = E is a Hilbert B–module, then Cb(M, E) is a Hilbert Cc(M,B)–

module with inner product 〈f, g〉(t) = 〈f(t), g(t)〉 as in Section 12.5. (It is complete, because

the identification is isometric.) The canonical action of Cs
b(M, Br(E)) defines a faithful

representation by operators in Br(Cb(M, E)). It restricts to a faithful representation of

Cs
b(M, Ba(E)) ∩ Cs

b(M, Ba(E))∗ by operators in Ba(Cb(M,E)). It is easy to see that this

representation is onto, and that the property of Ba(E) to be ∗–strongly complete turns over

to the ∗–strong topology of Ba(Cb(M, E)) considered as Cs
b(M, Ba(E)) ∩ Cs

b(M, Ba(E))∗.
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B.3 Some lattices

In the sequel, we are interested in showing that certain subsets of E(M, V ), related to

indicator functions IIK where K stems from some sublattice of subsets of the power set

P(M), are dense in the spaces introduced so far. Here regularity of the measure plays a

crucial role. An exposition in full generality would require deeper theorems from the theory

of polish or locally compact measure spaces. As we need only the case M = R with the

Lebesgue measure (or products Rd), we restrict ourselves to that case, and introduce the

lattice of interval partitions together with some related lattices, which play a role in Part

III.

B.3.1 Definition. By P =
{
(t0, t1, . . . , tn) ∈ Rn : n ∈ N, t0 < . . . < tn

}
we denote set of

interval partitions of R. For each P ∈ P we define the norm ‖P‖ = max
i=1,... ,n

(ti − ti−1). For

K = [τ, T] (τ < T) we denote by PK =
{
(t0, t1, . . . , tn) ∈ Rn : n ∈ N, τ = t0 < . . . < tn = T

}

the interval partitions of K.

Each P ∈ P gives rise to a partition of R into finitely many non-empty intervals

(−∞, t0), [t0, t1), . . . , [tn−1, tn), [tn,∞), thus, justifying the name interval partitions. The

elements of PK correspond to partitions [t0, t1), . . . , [tn−1, tn] of the interval K. (Of course,

also other choices of for in- or excluding the end points are possible, but the given choice is

most convenient for our purposes.) Thinking only of the tuples P , clearly, PK is a subset

of P. We have a natural notion of inclusion, union, and intersection of tuples. By inclusion

we define a partial order. Clearly, P is a latice with intersection of two tuples being their

unique minimum and union of two tuples being their unique maximum. Of course, PK is a

sublattice of P. Notice that PK has a global minimum (τ, T), whereas P has not. None of

the two has a global maximum. For each ε > 0 and each partition P there exists P ′ ≥ P

such that ‖P ′‖ < ε. In particular, for two (or finitely many) partitions Pi there exists

P ′ ≥ max
j

Pj ≥ Pi for all i such that ‖P ′‖ < ε. Often, this enables us transform limits over

PK into limits ‖P‖ → 0. Such limits will carry the prefix equi.

There exist, essentially, two ways of looking at an interval partition. Firstly, as above,

with emphasis on the end points of each subinterval. Secondly, with emphasis on the length

of each subinterval. The different pictures are useful for different purposes. In the first

picture we have seen easily that the interval partitions form a lattice. The second point of

view is more useful in the context of product systems in Part III. We comment on this point

in Observation B.3.4. We concentrate on the interval [0, t], and it is convenient to reverse

the order of tuples. Finally, we require that the involved time points come from T which

can be R+ or N0.
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Let t > 0 in T. We define It as the set of all tuples
{
(tn, . . . , t1) ∈ Tn : n ∈ N, t = tn >

. . . > t1 > 0
}
. Obviously, It is isomorphic to P[0,t] if T = R+ and to a sublattice of P[0,t] if

T = N0.

We define Jt to be the set of all tuples t = (tn, . . . , t1) ∈ Tn (n ∈ N, ti > 0) having length

|t| :=
n∑

i=1

ti = t.

For two tuples s = (sm, . . . , s1) ∈ Js and t = (tn, . . . , t1) ∈ Jt we define the joint tuple

s ` t ∈ Js+t by

s ` t = ((sm, . . . , s1), (tn, . . . , t1)) = (sm, . . . , s1, tn, . . . , t1).

We equip Jt with a partial order by saying t ≥ s = (sm, . . . , s1), if for each j (1 ≤ j ≤ m)

there are (unique) sj ∈ Jsj
such that t = sm ` . . . ` s1.

We extend the definitions of It and Jt to t = 0, by setting I0 = J0 = {()}, where () is

the empty tuple. For t ∈ Jt we put t ` () = t = () ` t.

B.3.2 Proposition. The mapping o : (tn, . . . , t1) 7→
( n∑

i=1

ti , . . . ,
1∑

i=1

ti

)
is an order iso-

morphism Jt → It.

Proof. Of course, o is bijective. Obviously, the image in It of a tuple (|sm| , . . . , |s1|) in

Jt is contained in the image of sm ` . . . ` s1. Conversely, let (sm, . . . , s1) be a tuple

in It and (tn, . . . , t1) ≥ (sm, . . . , s1). Define a function n : {0, . . . , m} → {0, . . . , n} by

requiring tn(j) = sj (j ≥ 1) and n(0) = 0. Set t = o−1(tn, . . . , t1) and s = o−1(sm, . . . , s1).

Furthermore, define sj = o−1(tn(j), . . . , tn(j−1)+1) (j ≥ 1). Then t = sm ` . . . ` s1 ≥
(|sm| , . . . , |s1|) = s.

B.3.3 Remark. For ordered sets it is sufficient to check only, whether the set isomorphism

o preserves order. Nothing like this is true for partial orders. Consider, for instance, N
equipped with its natural order and N̄ = N as set, but equipped with the partial order

n ≤ m for n = 1 or n = m (and all other pairs of different elements are not comparable).

Clearly, the identification mapping is not an order isomorphism.

B.3.4 Observation. It is a lattice with the union of two tuples being their unique least

upper bound and the intersection of two tuples being their unique greatest lower bound.

In particular, It is directed increasingly. (t) is the unique minimum of It (t > 0). By

Proposition B.3.2 all these assertions are true also for Jt.

The reason why we use the lattice Jt instead of It is the importance of the operation `.

Notice that ` is an operation not on Jt, but rather an operation Js × Jt → Js+t. We can
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say two tuples s ∈ Js and t ∈ Jt are just glued together to a tuple s ` t ∈ Js+t. Before we

can glue together the corresponding tuples o(s) ∈ Is and o(t) ∈ It, we first must shift all

points in o(s) by the time t. (This behaviour is not surprising. Recall that the ti in a tuple

in Jt stand for time differences. These do not change under time shift. Whereas the ti in a

tuple in It stand for time points, which, of course, change under time shift.) Hence, in the

description by It the time shift must be acted out explicitly, whereas in the description by

Jt the time shift is intrinsic and works automatically. Our decision to use Jt instead of the

more common It is the reason why in many formulae where one intuitively would expect a

time shift, no explicit time shift appears. It is, however, always encoded in our notation.

(Cf., for instance, Equations (7.1.1), (12.1.1), and (12.3.1).)

B.4 Bilinear mappings on spaces of Banach space val-

ued functions

In Part IV we are dealing with integrals
∫ T

τ
At dIt Bt where the integrands A and B are

processes of operators on a Fock module and dIt = It+dt−It are differentials constructed from

certain basic integrator processes I. It is typical for calculus on modules that the integrands

do not commute with the differentials. Therefore, we have to work with two integrands A

and B. In other words, we investigate bilinear mappings (A,B) 7→ ∫ T

τ
At dIt Bt.

In this appendix we collect some general results concerning conditions under which such

an integral exists. The basic spaces for the integrands are continuous functions or strongly

continuous functions. These may be approximated on compact intervals by right continuous

step functions, whose closure consists right continuous functions with left limits (càdlàg

functions). Therefore, we provide the basics about such functions.

B.4.1 Definition. Let K = [τ, T] (τ < T) be a compact interval. Let V be a Banach space.

For any function A : K → V and any partition P ∈ PK we set

AP
t =

n∑
i=1

Atk−1
II [tk−1,tk)(t).

By Sr(K, V ) ⊂ E(K, V ) we denote the space of right continuous V –valued step functions on

[τ, T]. In other words, for each A ∈ Sr(K,V ) there exists a partition P ∈ PK such that

A = AP + ATII [T,T] (and, of course, A = AP ′ + ATII [T,T] for all P ′ ∈ PK with P ′ ≥ P ).

By R(K, V ) we denote the space of bounded right continuous V –valued functions with left

limit (or short càdlàg functions)on [τ, T].

Let B be a Banach subalgebra of B(V ). By Rs(K, B) we denote the space of bounded

strongly right continuous B–valued functions with strong left limit (or short strong càdlàg
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functions) on [τ, T].

B.4.2 Proposition. 1. R(K,V ) is a Banach subspace of F∞(K, V ), and C(K, V ) is a

Banach subspace of R(K,V ). For all A ∈ R(K, V ) we have AP + ATII [T,T] → A. In other

words, the step functions Sr(K, V ) form a dense subset of R(K, V ). Moreover, for each

A ∈ C(K, V ), and each ε > 0 there exists a δ > 0 such that

∥∥A− AP
∥∥K′

< ε

for all compact intervals K ′ ⊂ K with T 6∈ K and all P ∈ PK with ‖P‖ < δ. We say the

continuous functions can be approximated by step functions equiuniformly.

2. Also Rs(K, B) is a Banach subspace of F∞(K, V ), and Cs(K, B) is a Banach sub-

space of Rs(K, B). Moreover, Cs(K, B) is a strongly closed subset of Rs(K, B), and each

strongly closed subset of Rs(K, B) is also norm closed. For all A ∈ Rs(K, B) we have

AP + ATII [T,T] → A in the strong topology. In other words, the step functions Sr(K,V )

form a strongly dense subset of Rs(K, B). Moreover, for each A ∈ Cs(K, B), each v ∈ V ,

and each ε > 0 there exists a δ > 0 such that

∥∥A− AP
∥∥K′

v
< ε

for all compact intervals K ′ ⊂ K with T 6∈ K and all P ∈ PK with ‖P‖ < δ. We say the

strongly continuous functions can be approximated by step functions equistrongly.

Proof. C(K,V ) is a Banach space and a subspace of R(K, V ). A usual ε
3
–argument show

that also R(K, V ) is a Banach space. The corresponding statements for Rs(K, B) and

Cs(K, B) follow by an application of the principle of uniform boundedness, and from the

observation that the strong topology is weaker than the norm topology.

Density of the step functions in R(K, V ) follows by the usual compactness arguments for

the intervall [τ, T] (see e.g. [Die85, Section 7.6] for limits of arbitrary step functions), and

equiuniform approximation of continuous functions uses standard arguments well-known

from Riemann integral building on uniform continuity of continuous functions on compact

sets. For the strong versions we just apply these arguments to functions of the form Av in

R(K, V ) and in C(K,V ), respectively. Of course, the statements for K ′ are just restrictions

of the statement for K and thanks to T 6∈ K ′ we can forget about the appendix ATII [T,T].

We want to define an integral

∫ T

τ

At dIt Bt := lim
P∈PK

N∑

k=1

Atk−1
dItk Btk−1

(B.4.1)
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where A,B ∈ Rs(K, B) and I is some function K → B and dItk = Itk − Itk−1
. Suppose A

and B are step functions, i.e. A = APA and B = BPB for suitable PA, PB ∈ PK . Then

∫ T

τ

At dIt Bt =
N∑

k=1

Atk−1
dItk Btk−1

for all partitions P ≥ max(PA, PB). The following proposition is a simple consequence of

Proposition B.4.2.

B.4.3 Proposition. Suppose

(A,B) 7−→
∫ T

τ

At dIt Bt

is bounded on Sr(K, B)×Sr(K, B). Then (B.4.1) exists

1. as equiuniform limit on C(K, B)× C(K, B).

2. as equistrong limit on C(K, B)× Cs(K, B).

3. as uniform limit on R(K, B)×R(K, B).

4. as strong limit on R(K, B)×Rs(K, B).

In Proposition B.4.3 we needed boundedness on step function of a bilinear mapping, but

we did not specify further properties of the integrator It. Now we introduce a generalized

integral under the condition that the measure It+dt − It has something like a density.

By B.1.14 for all functions I ′ ∈ L∞
loc(R, B) (I ′ ∈ L

∞,s
loc (R, B)) we may define

∫ T

τ
I ′s ds =∫

K
I ′ by (strong) extension from simple functions.

B.4.4 Definition. We say an integrator function I : R → B has a locally bounded and a

locally strongly bounded density I ′ ∈ L∞
loc(B) and I ′ ∈ L

∞,s
loc (B), respectively, if

It − I0 =





∫ t

0
I ′s ds for t ≥ 0

− ∫ 0

t
I ′s ds otherwise.

B.4.5 Proposition. Suppose I has a locally bounded density I ′. Then (B.4.1) exists

1. as equiuniform limit on C(K, B)× C(K, B).

2. as equistrong limit on Cs(K, B)× Cs(K, B).

3. as uniform limit on R(K, B)×R(K, B).
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4. as strong limit on Rs(K, B)×Rs(K, B).

In all cases we have
∫ T

τ

At dIt Bt =

∫ T

τ

AtI
′
tBt dt. (B.4.2)

where, obviously, AI ′B ∈ L∞
loc(B) and AI ′B ∈ L

∞,s
loc (B), respectively. Formally, we write

dIt = I ′t dt.

B.4.6 Remark. We call
∫ T

τ
At dIt Bt a generalized time integral. The difference between∫ T

τ
At dIt Bt and

∫ T

τ
AtI

′
tBt dt lies in the Riemann-Stieltjes sums which are suggested by the

respective integral. Proposition B.4.5 tells us that
∫ T

τ
At dIt Bt is a limit of the associated

Riemann-Stieltjes sums. For
∫ T

τ
AtI

′
tBt dt, in general, this is not true, already in the scalar

case.

Proof of Proposition B.4.5. The proof is based on the rude estimate

∥∥∥
N∑

k=1

Atk−1
dItk Btk−1

∥∥∥ ≤ (T − τ) ‖I ′‖K ‖A‖K ‖B‖K (B.4.3)

which holds for arbitrary functions A,B : R→ B and all partitions P ∈ PK . By (B.4.3) we

may assume that I ′ is simple. (Otherwise, replace it by a simple function sufficiently close

to I ′ in ‖•‖K .) As simple functions are finite sums over functions of the form IISa, we even

may assume I ′ = IISa. Thus, we are reduced to the case

N∑

k=1

Atk−1
dItk Btk−1

=
N∑

k=1

dĨtk Atk−1
aBtk−1

with Ĩ ′ = IIS. It remains to mention that AaB ∈ Cs(K, B), whenever A,B ∈ Cs(K, B),

and (by similar arguments) that AaB ∈ Rs(K, B), whenever A,B ∈ Rs(K, B). Then the

desired convergences follow by Proposition B.4.2 as for the usual Riemann integral. (B.4.2)

follows from the observation that the integral on the right-hand side is approximated by

simple functions of the form AP I ′BP (I ′ simple) in the respective topologies.

B.4.7 Example. As mentioned in the preceding proof, the case I ′ = 1 (i.e. It = t) corre-

sponds to the usual (strong) Riemann integral over the (strongly) continuous function AB.

We may use this to define an inner product on Cc(R, E) for some Hilbert B–module E, by

setting 〈f, g〉 =
∫ 〈f(t), g(t)〉 dt. If B is a von Neumann algebra on some Hilbert space G,

then E is represented by the Stinespring representation in B(G,H) where H = E ¯̄ G. If

we extend the inner product to Cs
c(R,B(G,H)), then the integral converges at least weakly.
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B.4.8 Remark. It is well-known that the step functions S(R) (i.e. linear combinations of

indicator functions to bounded intervals) are dense in Lk(R) (k = 1, 2). This is true already

for left or right continuous step functions alone. Since the Lk–closure of Cc(R) contains

the step functions, Cc(R) is also dense Lk(R). Similar statements are true for V –valued

functions (including strong versions for B–valued functions).



Appendix C

Hilbert modules over P ∗–algebras

In the main part of these notes the semiinner product of a semi-Hilbert B–module takes

values in a pre–C∗–algebra B. In a pre–C∗–algebra the positive elements and the positive

functionals can be characterized in many equivalent ways. For instance, we can say an

element b ∈ B is positive, if it can be written in the form b′∗b′ for a suitable b′ ∈ B. We can

also give a weak definition and say that b is positive, if ϕ(b) ≥ 0 for all positive functionals

ϕ. Here we can say a (bounded) functional on B is positive, if ϕ(b∗b) ≥ 0 for all b ∈ B, but

also if ‖ϕ‖ = ϕ(1). Also if we want to divide out the length-zero elements in a semi-Hilbert

module in order to have a pre-Hilbert module, we can either use Cauchy-Schwarz inequality

(1.2.1) or we can use a weak Cauchy-Schwarz inequality

ϕ(〈x, y〉)ϕ(〈y, x〉) ≤ ϕ(〈y, y〉)ϕ(〈x, x〉)

(ϕ running over all positive functionals), because the positive functionals separate the points

in a pre–C∗–algebra. It is easy to equip the tensor product of Hilbert modules with an inner

product and to show that it is positive; cf. Section 4.2.

In some of our applications we have to consider Hilbert modules over more general

∗–algebras, where the preceding characterizations of positive elements and positive func-

tionals lead to different notions of positivity. The algebraic definition, where only elements

of the form b∗b or sums of such are positive, excludes many good candidates for positive

elements and, in fact, is too restrictive to include our applications. The weak definition,

where b ≥ 0, if ϕ(b) ≥ 0 for all positive functionals ϕ, allows for many positive elements.

However, in many cases, for instance, if we want to show positivity of the inner product

on the tensor product, this condition is uncontrollable. Here we give an extended algebraic

definition as proposed in Accardi and Skeide [AS98], where we put by hand some distin-

guished elements to be positive and consider a certain convex cone which is generated by

these elements. Of course, a suitable choice of these distinguished elements depends highly

on the concrete application.

313
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If we want to divide out the length-zero elements, we should require that the positive

functionals separate the points of the ∗–algebra. However, also here it turns out that we

cannot consider all positive functionals (i.e. functionals ϕ on B for which ϕ(b∗b) ≥ 0 for all

b ∈ B), because we cannot guarantee that these functionals send our distinguished positive

cone into the positive reals (see Remark C.1.2).

The connection of our abstract notion of positivity with concrete positivity of certain

complex numbers is done by representations. Also representations π have to respect the

positivity in the sense that they shoud send elements of the positive cone to operators on a

pre-Hilbert space G which are positive in the usual sense (i.e. 〈g, π(b)g〉 ≥ 0 for all g ∈ G).

Also a left multiplication on a pre-Hilbert module is a representation and, thus, should

be compatible with the notion of positivity. Consequently, our definition of positivity of the

inner product involves left multiplication so that a two-sided module is no longer a right

module with some positive inner product and an additional structure. We have to give an

integrated definition of two-sided pre-Hilbert module from the beginning.

C.1 P ∗–Algebras

C.1.1 Definition. Let B be a unital ∗–algebra. We say a subset P of B is a B–cone, if

b ∈ P implies b′∗bb′ ∈ P for all b′ ∈ B. A convex B–cone is a B–cone P which is stable under

sums (i.e. b, b′ ∈ P implies b + b′ ∈ P ).

Let S be a distinguished subset of B. Then by P (S) we denote the convex B–cone

generated by S (i.e. the set of all sums of elements of the form b′∗bb′ with b ∈ S, b′ ∈ B). If S

contains 1 and consists entirely of self-adjoint elements, then we say the elements of P (S)

are S–positive. We say the pair (B, S) is a P ∗
0 –algebra.

A P ∗
0 –(quasi)homomorphism between P ∗

0 –algebras (A, SA) and (B, SB) is a homomor-

phism which sends SA into SB (P (SA) into P (SB)). A P ∗
0 –(quasi)isomorphism is a P ∗

0 –

(quasi)homomorphism with an inverse which is also a P ∗
0 –(quasi)homomorphism.

Of course, in a reasonable choice for a set of positive elements, S should contain only

self-adjoint elements. If S = {1}, then P (S) contains all sums over elements of the form

b∗b, i.e. we recover the usual algebraic definition of positivity. In a reasonable choice for S,

at least, these elements should be positive. Therefore, we require 1 ∈ S.

C.1.2 Remark. Notice that even contradictory choices of S are possible. Consider, for

instance, the ∗–algebra C〈x〉 generated by one self-adjoint indeterminate x. Then both S+ =

{1, x} and S− = {1,−x} are possible choices. Indeed, there exist faithful representations

of this algebra which send either x or −x to a positive operator on a Hilbert space which,

of course, cannot be done simultaneously. Notice that x 7→ −x extends to an isomorphism
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which does not preserve either of the notions of positivity. It is, however, an isomorphism

of the pairs (C〈x〉, S+) and (C〈x〉, S−).

C.1.3 Definition. Let G be a pre-Hilbert space and denote by SG the set of all b ∈ La(G)

for which 〈g, bg〉 ≥ 0 (g ∈ G). Then (La(G), SG) is a P ∗
0 –algebra. If not stated otherwise,

explicitly, then we speak of the P ∗–algebra La(G) with this positivity structure.

Let (B, S) be a P ∗
0 –algebra. An S–representation (π,G) on a pre-Hilbert space G is a

P ∗
0 –homomorphism π : B → La(G); cf. Proposition C.2.2.

A P ∗–algebra is a P ∗
0 –algebra (B, S) which admits a faithful S–representation.

C.1.4 Remark. In our applications we will identify B ⊂ La(G) as a ∗–algebra of operators

on a pre-Hilbert space G. In order to have reasonable results, the defining representation

should be an S–representation. This is, for instance, the case, if S is a set of elements b ∈ B
which can be written as a sum over B∗B where B ∈ La(G) but not necessarily B ∈ B. In

other words, we have algebraic positivity in a bigger algebra.

C.1.5 Definition. Let (B, S) be a P ∗
0 –algebra. We say a functional ϕ on B is S–positive,

if ϕ(b) ≥ 0 for all b ∈ P (S). Let S∗ be a set of S–positive functionals. We say S∗ separates

the points (or is separating), if ϕ(b) = 0 for all ϕ ∈ S∗ implies b = 0 (b ∈ B).

C.1.6 Observation. By definition, each functional ϕg = 〈g, π(•)g〉, where (π, G) is an

S–representation and g ∈ G, is S–positive. Conversely, if ϕ is an S–positive functional,

then its GNS-representation is an S–representation. (To see this, observe that any vector

in the representation space can be written as g = π(bg)g0 for suitable bg ∈ B, and b 7→ b∗gbbg

maps P (S) into itself. Therefore, ϕg = ϕ(b∗gbbg) is S–positive.)

C.1.7 Observation. A P ∗
0 –algebra is a P ∗–algebra, if and only if it admits a separating

set of S–positive functionals. Indeed, if B is a P ∗–algebra, then the states 〈g, •g〉, where

g ranges over the unit vectors in the representations space G of a faithful representation,

separate the points. On the other hand, if the S–positive functionals separate the points,

then the direct sum over the GNS-representations of all S–positive functionals is a faithful

S–representation.

C.1.8 Example and convention. If B is a unital pre–C∗–algebra, then we assume that

S = P (S) consists of all elements which are positive in the usual sense (see Appendix A.7),

if not stated otherwise explicitly. We could also set S = {1}, and still end up with the same
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positive B–cone P (S). Clearly, B is a P ∗–algebra. In particular, we consider C always as

the P ∗–algebra (C,R+).

C.1.9 Example. Let B be a unital C∗–algebra. We ask, what happens, if there is a (non-

zero) self-adjoint element b ∈ S which is not among the usual positive elements. We can

write b as b+ − b− (b− 6= 0) where b+, b− are unique positive (in the usual sense) elements

fulfilling b+b− = 0. It follows that b−bb− = −b3
− is in P (S), but also b3

− is in P (S). Therefore,

there do not exist S–positive functionals nor S–representations which send b3
− to a non-zero

element. Consequently, the P ∗
0 –algebra (B, S) has neither a faithful S–representation nor

the S–positive functionals separate the points. It is not a P ∗–algebra.

C.1.10 Example. Let us consider the complex numbers C as a two-dimensional real al-

gebra with basis {1, ı}. The complexification of C (i.e. {µ1 + νı (µ, ν ∈ C)}) becomes a

(complex) ∗–algebra, if we define 1 and ı to be self-adjoint. In this ∗–algebra the element

−1 = −(12) = ı2 is negative and positive, so that ϕ(−1) ≤ 0 and ϕ(−1) ≥ 0, i.e ϕ(−1) = 0

for all states ϕ. Of course, −1 6= 0, so that in this ∗–algebra the states do not separate the

points.

Another example is the ∗–algebra of differentials of complex polynomials in a real inde-

terminate t. Here we have dt2 = 0. Since dt is self-adjoint, we conclude that ϕ(dt) = 0 for

all states ϕ. The next example is the Ito algebra of differentials of stochastic processes; see

[Bel92].

C.2 Hilbert P ∗–modules

C.2.1 Definition. Let (A, SA) and (B, SB) be P ∗
0 –algebras. A pre-Hilbert A–B–module

is an A–B–module E with a sesquilinear inner product 〈•, •〉 : E × E → B, fulfilling the

following requirements

〈x, x〉 = 0 ⇒ x = 0 (definiteness),

〈x, yb〉 = 〈x, y〉b (right B–linearity),

〈x, ay〉 = 〈a∗x, y〉 (∗–property),

and the positivity condition that for all choices of a ∈ SA and of finitely many xi ∈ E there

exist finitely many bk ∈ SB and bki ∈ B, such that

〈xi, axj〉 =
∑

k

b∗kibkbkj.

If definiteness is missing, then we speak of a semiinner product and a semi-Hilbert module.
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C.2.2 Proposition. Let π be a representation of a P ∗
0 –algebra (B, S) on a pre-Hilbert space

G. Then π is an S–representation, if and only if G is a pre-Hilbert B–C–module.

Proof. Let π be an S–representation. For gi ∈ G (i = 1, . . . , n) we find

∑
i,j

ci〈gi, π(z)gj〉cj =
∑
i,j

〈cigi, π(z)gjcj〉 ≥ 0

for all
(
ci

) ∈ Cn. Therefore, the matrix
(〈gi, π(z)gj〉

)
is positive in Mn and, henceforth, can

be written in the form
∑
k

dkidkj for suitable
(
dki

) ∈ Mn, i.e. G is a pre-Hilbert B–C–module.

The converse direction is obvious.

Let us return to Definition C.2.1. Since 1A ∈ SA, the inner product is S–positive (i.e.

〈x, x〉 ∈ P (SB)), and since SB consists only of self-adjoint elements, the inner product is

symmetric (i.e. 〈x, y〉 = 〈y, x〉∗) and left anti-linear (i.e. 〈xb, y〉 = b∗〈x, y〉).

C.2.3 Observation. It is sufficient to check positivity on a subset Eg of E which generates

E as a right module. Indeed, for finitely many xi ∈ E there exist finitely many y` ∈ Eg and

b`i ∈ B such that xi =
∑
`

y`b`i for all i. It follows that for a ∈ SA

〈xi, axj〉 =
∑

`,m

b∗`i〈y`, aym〉bmj =
∑

`,m,k

b∗`ib
′
k`
∗
bkb

′
kmbmj =

∑

k

c∗kibkckj,

where cki =
∑
`

b′k`b`i.

C.2.4 Proposition. Let (A, SA), (B, SB), and (C, SC) be P ∗
0 –algebras. Let E be a semi-

Hilbert A–B–module and let F be a semi-Hilbert B–C–module. Then their tensor product

E¯F over B is turned into a semi-Hilbert A–C–module by setting

〈x¯ y, x′ ¯ y′〉 = 〈y, 〈x, x′〉y′〉. (C.2.1)

Proof. We only check that the positivity condition is fulfilled, because the remaining

conditions are clear. (See Appendix C.4 for the tensor product over B and well-definedness

of mappings on it.) By Observation C.2.3 it is sufficient to check positivity for elementary

tensors x ¯ y. So let xi ¯ yi be finitely many elementary tensors in E¯F , and let a ∈ SA.

Then

〈xi ¯ yi, axj ¯ yj〉 = 〈yi, 〈xi, axj〉yj〉 =
∑

k

〈bkiyi, b
′
kbkjyj〉 =

∑

k,`

c∗`(ki)c
′
`c`(kj),

where for each k we have finitely many elements c`(ki) ∈ B corresponding to the finitely

many elements bkiyi in F .
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C.2.5 Observation. Also here it is sufficient to consider elementary tensors xi ¯ yi where

xi and yi come from (right) generating subsets of E and F , respectively. This follows,

because any element in F , in particular, an element of the form by, can be written as sum

over yici, and elements of the form xi ¯ by = xib¯ y, clearly, span E¯F .

So far we were concerned with semi-Hilbert modules. For several reasons it is desirable

to have a strictly positive inner product. For instance, contrary to a semiinner product, an

inner product guarantees for uniqueness of adjoints. We provide a quotienting procedure

which allows to construct a pre-Hilbert module out of a given semi-Hilbert module, at least,

in the case of P ∗–algebras.

C.2.6 Definition. A (semi-) pre-Hilbert P ∗–module is a (semi-) pre-Hilbert P ∗
0 –module

where the algebra to the right is a P ∗–algebra.

C.2.7 Proposition. Let E be a semi-Hilbert P ∗–module. Then the set

NE =
{
x ∈ E : 〈x, x〉 = 0

}

is a two-sided submodule of E. Moreover, the quotient module E0 = E/NE inherits a pre-

Hilbert P ∗–module structure by setting 〈x + NE, y + NE〉 = 〈x, y〉.

Proof. Let E be a semi-Hilbert A–B–module, and let S∗ be a separating set of S–positive

functionals on B. We have x ∈ NE, if and only if ϕ(〈x, x〉) = 0 for all ϕ ∈ S∗. Let

ϕ ∈ S∗. Then the sesquilinear form 〈x, y〉ϕ = ϕ(〈x, y〉) on E is positive. By Cauchy-

Schwarz inequality we find that 〈x, x〉ϕ = 0 implies 〈y, x〉ϕ = 0 for all y ∈ E. Consequently,

x, y ∈ NE implies x+y ∈ NE. Obviously, x ∈ NE implies xb ∈ NE for all b ∈ B. And by the

∗–property and Cauchy-Schwarz inequality we find x ∈ NE implies ax ∈ NE for all a ∈ A.

Therefore, NE is a two-sided submodule of E so that E/NE is a two-sided A–B–module.

Once again, by Cauchy-Schwarz inequality we see that 〈x + NE, y + NE〉 is a well-defined

element of B.

C.2.8 Observation. Notice that an operator a ∈ La(E) respects NE, automatically. Like

in Corollary 1.4.3 any adjoint a∗ ∈ La(E) gives rise to a unique adjoint of a in La(E0).

C.2.9 Definition. LetA, B be P ∗
0 –algebras, and let C be a P ∗–algebra. The tensor product

of a pre-Hilbert A–B–module and a pre-Hilbert B–C–module is the pre-Hilbert A–C–module

E ¯ F = E¯F/NE¯F .

Now we can construct, in particular, the tensor product of E and a representation space

G of an S–representation of B. Also here we use the whole terminology concerning the
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Stinespring representation as introduced in Section 2.3. The crucial property of E, being

a functor which sends representations of B to representations of A as explained in Remark

4.2.8, remains true in the framework of P ∗
0 –algebras, if we restrict to S–representations. In

this context, also the notion of complete positivity and GNS-representation generalize due

to the fact that all P ∗
0 –algebras are assumed unital.

C.2.10 Remark. Also the exterior tensor product fits well into the framework of P ∗–mod-

ules, if we consider the tensor product (B1 ⊗ B2, S1 ⊗ S2) of P ∗–algebras (Bi, Si) which is

again a P ∗–algebra. Proposition 4.3.1 and many other algebraic results from Section 4.3

remain true.

C.3 Full Fock modules over pre-Hilbert P ∗–modules

C.3.1 Definition. Let B be a unital ∗–algebra with a subset S of self-adjoint elements

containing 1, and let S∗ be a separating set of S–positive functionals on B. Let E be

pre-Hilbert B–B–module . The full Fock module over E is the pre-Hilbert B–B–module

F(E) =
⊕

n∈N0

E¯n

where we set E¯0 = B and E¯1 = E. Also creators and annihilators are defined in the usual

way. By A(F(E)) we denote the unital ∗–subalgebra of La(F(E)) generated by `∗(E) and

B, where B acts canonically on F(E) by left multiplication.

C.3.2 Remark. Like in the case of the usual full Fock space, the ∗–algebra A(F(E)) is

determined by the generalized Cuntz relations `(x)`∗(y) = 〈x, y〉; see [Pim97].

For examples we refer to Section 9.2 and Chapter 8 starting from Section 8.2.

C.4 Appendix: Tensor products over B
We repeat some basics about the tensor product of modules over an algebra. In the main

part of these notes we did not need this tensor product, because we always were able to

divide out the length-zero elements. In Appendix C this is not possible for P ∗
0 –algebras. In

Proposition C.4.2 we provide the universal property which shows that in the definition of

the the semiiner product in (C.2.1), at least, relations like xb¯ y − x¯ by may be divided

out. Finally, we show the result from [Ske98a] that centered modules behave nice under

tensor product also in this algebraic framework.
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C.4.1 Definition. Let A, B, and C be algebras, let E be an A–B–module and let F a

B–C–module. Define the A–C–submodule

NB = {xb⊗ y − x⊗ by (x ∈ E, y ∈ F, b ∈ B)}

of the A–C–module E⊗F . The tensor product E¯F over B is the A–C–module (E⊗F )/NB.

We set x¯ y = x⊗ y + NB.

We say a mapping j : E × F → G into an A–C–module G is A–C–bilinear, if it is left

A–linear in the first and right C–linear in the second argument. We say j is balanced, if

j(xb, y) = j(x, by) for all x ∈ E, b ∈ B, y ∈ F . Obviously, the mapping i : (x, y) 7→ x ¯ y is

balanced and A–C–bilinear.

C.4.2 Proposition. The pair (E¯F, i) is determined uniquely up to A–C–module isomor-

phism by the universal property: For an arbitrary balanced A–C–bilinear mapping j : E ×
F → G there exists a unique A–C–linear mapping ĵ : E¯F → G fulfilling j = ĵ ◦ i.

Proof. Uniqueness follows in the usual way. We sketch this once for all other cases in

these notes. Assume we have two pairs (G, i) and (G′, i′) which have the universal property.

Denote by î′ : G → G′ and î : G′ → G the unique mappings determined by the universal

property of G applied to i′ and conversely. We have î ◦ î′ ◦ i = î ◦ i′ = i. By the universal

property of G there is precisely one A–C–linear mapping j : G → G fulfilling j ◦ i = i,

namely j = idG. We conclude î ◦ î′ = idG and, similarly, î′ ◦ î = idG′ . This means that G

and G′ are isomorphic A–C–modules.

C.4.3 Corollary. Let j : E → E ′ be an A–B–linear mapping and let k : F → F ′ be a

B–C–linear mapping. There exists a unique a A–C–linear mapping j¯k : E¯F → E ′¯F ′,

fulfilling (j¯k)(x¯ y) = j(x)¯ k(y).

C.4.4 Remark. If E and F are submodules of E ′ and F ′ and j and k are the canonical

embeddings, respectively, then j¯k defines a canonical embedding of E¯F into E ′¯F ′.

However, unlike the vector space case, this embedding is, in general, not injective. This

may happen, because the number of relations to be divided out in the definition of E¯F

is, usually, much smaller than the corresponding number for E ′¯F ′.

C.4.5 Theorem. Let E,F be two centered B–B–modules. There is a unique B–B–module

isomorphism F : E¯F → F¯E, called flip isomorphism, fulfilling

F(x¯ y) = y ¯ x (C.4.1)

for all x ∈ CB(E) and y ∈ CB(F ).



C.4. Appendix: Tensor products over B 321

Proof. Let (x, y) (x ∈ E, y ∈ F ) denote an arbitrary element of E×F . Since E and F are

centered, we have x =
∑
i

aixi and y =
∑
j

yjbj for suitable xi ∈ CB(E); yj ∈ CB(F ); ai, bj ∈ B.

Let x′i ∈ CB(E); y′j ∈ CB(F ); a′i, b
′
j ∈ B denote another suitable choice. We find

∑
ij

aiyj ¯ xibj =
∑
ij

yj ¯ aixibj =
∑
ij

yj ¯ a′ix
′
ibj

=
∑
ij

a′iyj ¯ x′ibj =
∑
ij

a′iyjbj ¯ x′i

=
∑
ij

a′iy
′
jb
′
j ¯ x′i =

∑
ij

a′iy
′
j ¯ x′ib

′
j.

Therefore,

F
× : (x, y) 7−→

∑
ij

aiyj ¯ xibj

is a well-defined mapping E × F → F¯E.

Obviously, F
× is B–B–bilinear. We show that it is balanced. Indeed, for an arbitrary

a ∈ B we find

F
×(xa, y) =

∑
ij

aiayj ¯ xibj =
∑
ij

aiyj ¯ xiabj = F
×(x, ay).

Thus, by the universal property of the B–tensor product there exists a unique B–B–linear

mapping F : E¯F → F¯E fulfilling

F(x¯ y) = F
×(x, y).

Of course, F fulfills (C.4.1).

By applying F a second time (now to F¯E), we find F ◦ F = id. Combining this with

surjectivity, we conclude that F is an isomorphism.

C.4.6 Remark. It is noteworthy that in Appendix C and in the applications in Part II of

these notes we do not distinguish very carefully between x ⊗ y + NB and x ⊗ y + NE⊗F ,

when E and F are pre-Hilbert modules, and we denote both by x ¯ y. It should be clear

from the context which quotient we have in mind.
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Appendix D

The stochastic limit of the

QED-Hamiltonian

In this appendix we present our results from Skeide [Ske98a] which show how Hilbert modules

can help to understand the stochastic limit for an electron in the vacuum electric field as

computed by Accardi and Lu [AL96, AL93]. For a detailed account on the stochastic limit

we recommend the monograph Accardi, Lu and Volovich [ALV01]. In particular, we show

(with the help of Lemma D.3.6) that the inner product computed in [AL96] (Proposition

D.3.5) determines an element in a pre–C∗–algebra B, and that the limit module over B
is a full Fock module over a suitable one-particle module (Theorem D.4.3). The decisive

step for this identification consists in finding the correct left multiplication (D.3.6) on the

one-particle module. Without left multiplication there would be no full Fock module.

In Section D.1 we discuss the physical model. The most important objects are the

collective operators defined by (D.1.3). In Section D.2 we translate (basically, as in Example

4.4.12) the description in terms of Hilbert spaces into the language of modules. After that the

collective operators appear just as creators and annihilators on a symmetric Fock module.

In Section D.3 we compute the (two-sided) limit module of the one-particle sector. In

Section D.4 we show that the limit of the symmetric Fock module is a full Fock module.

More precisely, we show in a central limit theorem that the moments of collective operators

in the vaccum conditional expectation on the symmteric Fock module converge to moments

of free creators and annihilators on a full Fock module. All technical difficulties already

arise in the limit of the one-particle sector. The extension from the one particle sector is

based on the fact that the algebra of operators on the full Fock module is determined by the

generalized free commutation relations (6.1.1) (see Pimsner [Pim97]). In a more probabilistic

interpretation we may say that the inner product on the full Fock module is determined by

the inner product of the one-particle module (i.e. the two-point function), a behaviour which

323
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is typical for central limit distributions and which is refered to as gaußianity in Accardi, Lu

and Volovich [ALV99]. It throws a bridge from the stochastic limit of elementary particle

physics to Voiculescu’s operator-valued free probability (see also the introduction to Part II

and Section 17.2) with examples by Speicher [Spe98] and Shlyakhtenko [Shl96], and further

to the construction of new C∗–algebras generalizing Cuntz-Krieger algebras and crossed

products; see [Pim97].

D.1 The physical model

The stochastic limit is a general procedure to separate in the dynamical evolution of a

physical system slowly moving degrees of freedom (typically, those of one or some particles)

from quickly moving or noise degrees of freedom (typically, a field in an equilibrium state).

A careful rescaling of parameters describing the compound system (in our example these

are time and coupling constant, but there can be involved also other parameters), avoiding

divergences on the one hand, and trivialities on the other hand (in this respect, indeed, very

similar to a central limit theorem), provides a new description of the dynamics of the original

system. (In our case, for instance, Gough [Gou96] shows that the description obtained is

equivalent to 2nd-order perturbation theory.) However, under such a limit the character

of the equations which govern dynamics changes. The original unitary evolution fufills a

so-called hamiltonian equation (the Schrödinger equation), whereas the evolution after the

limit is the solution of a quantum stochastic differential equation driven by a quantum white

noise (in our case operator-valued free white noise in the sense of Speicher [Spe98] which

can be resolved using our calculus from Part IV). While the original hamiltonian equation

can be treated only rarely, the quantum stochastic differential equations have already been

dealt with successfully in many cases. For a comprehensive account on the stochastic limit

(with many examples) we refer the reader to Accardi and Kozyrev [AK00].

In the sequel, we describe the stochastic limit for the non-relativistic QED–Hamiltonian

in d ∈ N dimensions of a single free electron coupled to the photon field without dipole

approximation. Originally, the photon field has d components. However, since we neglect the

possibility of polarization, we may restrict to a single component. From the mathematical

point of view this is not a serious simplification. Our results can be generalized easily to

d components. In addition, we forget about the fact that the electron couples to the field

via the component of p into the direction of the field. The p may be reinserted after the

computations easily, because we work in Coulomb gauge. Throughout this appendix we

assume d ≥ 3. In the sequel, we describe our simplified set-up and refer to [AL96, Gou96]

for a detailed description.

The Hilbert space R of the field is the symmetric Fock space Γ(L2(Rd)) over L2(Rd)
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with the Hamiltonian HR =
∫

dk |k| a∗kak. (By a∗k and ak we denote the usual creator

and annihilator densities which fulfill aka
∗
k′ − a∗k′ak = δ(k − k′).) The particle space S

is the representation space L2(Rd) of the d–dimensional Weyl algebra W in momentum

representation with the usual free Hamiltonian HS = p2

2
.

The interaction is described on the compound system S ⊗̄ R by the interaction Hamil-

tonian

HI = λ

∫
dk a∗k ⊗ eik·qc(k) + h.c. .

λ is a (positive) coupling constant. In the original physical model the function c is given by

c(k) = 1√
|k| ; see [AL96]. As in [AL96] we replace it by a suitable cut-off function c ∈ Cc(Rd).

Since we will identify operators on R and S, respectively, with their ampliations to S ⊗̄R, we

omit in the sequel the ⊗–sign in between such operators. The time-dependent interaction

Hamiltonian in the interaction picture, defined by HI(t) = eit(HR+HS)HIe
−it(HR+HS), takes

the form

HI(t) = λ

∫
dk a∗ke

ik·qeitk·peit(|k|+ 1
2
|k|2)c(k) + h.c. .

This follows directly from the commutation relations fulfilled by a∗k and ak and from the

basic relation f(p)eik·q = eik·qf(p + k) for all f ∈ L∞(Rd). In the sequel, the special case

eik·peik′·q = eik′·qeik·peik·k′ (D.1.1)

is of particular interest.

The wave operators U(t) defined by U(t) = eit(HR+HS)e−it(HR+HS+HI) are the objects of

main physical interest. They fulfill the differential equation

dU

dt
(t) = −iHI(t)U(t) and U(0) = 1. (D.1.2)

For the stochastic limit the time t is replaced by t
λ2 and one considers the limit λ → 0. So

we define the rescaled wave operators Uλ(t) = U( t
λ2 ). The problem is to give sense to U0 =

lim
λ→0

Uλ. For this aim [AL96] proceed in the following way. Let V denote the vector space

which is linearly spanned by all functions f : R×Rd → C of the form f(τ, k) = II [t,T ](τ)f̃(k)

(t < T, f̃ ∈ Cc(Rd)). Obviously, we have V = S(R)⊗Cc(Rd). For f ∈ V define the collective

creators

A∗
λ(f) =

∫
dτ

∫
dk a∗kγλ(τ, k)f(τ, k) (D.1.3)

and their adjoints Aλ(f), the collective annihilators. Here we set

γλ(τ, k) =
1

λ
eik·qei t

λ2 k·pei t
λ2 ω(|k|) and ω(r) = r +

1

2
r2.
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In view of Remark D.2.2 and Lemma D.3.6 we keep in mind that in some respects also more

general choices for γλ and ω are possible.

Obviously, we have

A∗
λ(II [t,T ]c) + Aλ(II [t,T ]c) =

∫ T
λ2

t
λ2

dτ HI(τ). (D.1.4)

With the definition A∗
λ(t) = A∗

λ(II [0,t]c) Equation (D.1.2) transforms into

dUλ

dt
(t) = −i

(dA∗
λ

dt
(t) +

dAλ

dt
(t)

)
Uλ(t) and Uλ(0) = 1. (D.1.5)

Henceforth, if we are able to give sense to the limit not only of Uλ but also of A∗
λ(f) for

fixed f ∈ V , we may expect this differential equation to hold also in the limit λ → 0. On

the other hand, if we find a limit of the A∗
λ(f) and a quantum stochastic calculus in which

(D.1.5) makes sense and has a solution U0, we may hope that U0 is the limit of the Uλ. Here

we will consider exclusively the limit of the collective operators.

Let Ω denote the vacuum in R. Then the vacuum conditional expectation E0 : B(S ⊗̄R)

→ B(S) is

E0(a) = (id⊗Ω∗)a(id⊗Ω). (D.1.6)

In [AL96] the limit lim
λ→0

〈ξ,E0(Mλ)ζ〉, for Mλ being an arbitrary monomial in collective

operators and ξ, ζ being Schwartz functions, was calculated. In the sequel, we repeat the

major ideas of the proof in a new formulation. Moreover, we show that the limit considered

as a sesquilinear form in ξ and ζ, indeed, determines an element of B(S).

D.2 The module for finite λ

For the time being we fix on the algebra B(S) which contains the Weyl algebra W as a

strongly dense subalgebra. In the limit λ → 0 the algebra B(S) turns out to be too big.

We know from Example 3.3.4 that the algebra B(S ⊗̄ R) coincides with the alge-

bra Ba(B(S, S ⊗̄ R)) of adjointable operators on the von Neumann B(S)–B(S)–module

B(S, S ⊗̄R). By Example 4.4.12 B(S, S ⊗̄R) is the GNS-module of the vacuum conditional

expectation (D.1.6). As in Example 6.1.6 we see that B(S, S ⊗̄ R) = B(S) ⊗̄s Γ(L2(Rd))

is nothing but the strong closure of the symmetric Fock module Γ(L2(Rd,B(S)) over the

one-particle sector L2(Rd,B(S)) as investigated in Section 8.1.

If we want to represent the ∗–algebra Aλ of collective operators, then we must be slightly

more careful, because these operators are unbounded. We consider the algebraic symmetric

Fock module Γc = Γ(Cs
c(Rd,B(S)) over the strongly continuous functions with compact
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support (see Appendix B). Then the creators and annihilators defined as in Section 8.1

leave invariant Γc, and it is clear that the conditional expectation extends to the ∗–algebra

generated by them.

Let f be an element in V (see Section D.1). We define a mapping ϕλ : V → Cs
c(Rd, B(S)),

by setting

[ϕλ(f)](k) =

∫
dτ γλ(τ, k)f(τ, k).

(Since γλ is only strongly continuous, ϕλ maps, indeed, into Cs
c(Rd,B(S)) and not into

Cc(Rd,B(S)).) Having a look at (D.1.3), we get the impression, as if A∗
λ(f) “wants to

create” the function ϕλ(f). This impression is fully reconfirmed in the module picture. It

is rather obvious that the equation

α(A∗
λ(f)) = a∗(ϕλ(f))

defines a ∗–algebra monomorphism α : Aλ → La(Γc). This follows more or less by checking

E0(Mλ) = 〈ω, α(Mλ)ω〉 (D.2.1)

for any monomial Mλ in collective operators where ω is the vacuum in Γc. (For a detailed

proof see [Ske98a]. To make a precise statement it is necessary to find a common dense

invariant domain of all elements in Aλ.)

ω is not yet necessarily a cyclic vector for the range of α. However, if we denote by

V (B(S)) the module spanned by functions f : R × Rd → B(S) of the form f(τ, k) =

II [t,T ](τ)f̆(τ, k)
(
f̆ ∈ Cc(R × Rd,B(S))s

)
, then it is possible to extend the definitions of

the collective operators and of ϕλ to V (B(S)). Also α extends to the bigger ∗–algebra gen-

erated by A∗
λ

(
V (B(S))

)
. We will see in Remark D.2.2 that now ω is at least topologically

cyclic. Notice that ϕλ is right linear automatically.

We turn V (B(S)) into a semi-Hilbert B(S)–module, by defining the semi-inner product

〈f, g〉λ = 〈ϕλ(f), ϕλ(g)〉. By defining the left multiplication

[b.f ](t, k) = γ−1
λ (t, k)bγλ(t, k)f(t, k) (D.2.2)

V (B(S)) becomes a semi-Hilbert B(S)–B(S)–module and ϕλ a (B(S)–B(S)–linear) isome-

try.

D.2.1 Proposition. ϕλ extends to an isomorphism between the von Neumann B(S)–B(S)–

modules V (B(S))
s

and L2,s(Rd,B(S)). A fortiori, all V (B(S))
s

for different λ > 0 are

isomorphic.
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Proof. Observe that γ−1
λ V (B(S)) ⊂ V (B(S)). Let b ∈ B(S) and f ∈ Cc(Rd). We

have ϕλ(γ
−1
λ II [0,1]fb) = fb, so that ϕλ

(
V (B(S))

) ⊃ Cc(Rd) ⊗ B(S). We conclude that

ϕλ

(
V (B(S))

)s
= L2,s(Rd,B(S)).

ϕλ is an isometry and extends as a surjective isometry from V (B(S))
s

to L2(Rd,B(S))s.

Clearly, this extension is an isomorphism.

D.2.2 Remark. The preceeding proof shows that the operators A∗
λ

(
V (B(S))

)
applied suc-

cessively to 1 generate a strongly dense subspace of Γc
s
. Therefore, ω is topologically cyclic.

Notice that all results obtained so far remain valid, if we choose for γλ an arbitrary invertible

element of Cs
b(R× Rd,B(S)) (the bounded strongly continuous functions).

D.2.3 Remark. The two pictures L2,s(Rd,B(S)) and V (B(S))
s

of the same Hilbert mod-

ule are useful for two different purposes. L2,s(Rd,B(S)) shows more explicitly the algebraic

structure which appears simply as the pointwise operations on a two-sided module of func-

tions with values in an algebra. The property that the module is centered can be seen clearly

only in this picture. For the limit λ → 0, however, we concentrate on the elements of the

generating subset V ⊂ V (B(S))
s
. (The image of f ∈ V in L2(Rd,B(S))s under ϕλ does not

converge to anything.)

D.3 The limit of the one-particle sector

This section is the analytical heart of this appendix. We compute the limit of the module

V (B(S)). In Section D.4 we point out how the results of this section can be generalized to

the full system.

Let V f = B ⊗ V ⊗ B denote the free B–B–module generated by the vector space V .

Motivated by Remark D.2.3 we give the definition of what we understand by a limit of

Hilbert modules.

D.3.1 Definition. Let V denote a vector space. A family of semi-Hilbert B–B–modules(
Eλ

)
λ∈Λ

with linear embeddings iλ : V → Eλ is called V –related, if the B–B–submodule

generated by iλ(V ) is Eλ. In this case iλ extends to a B–B–linear mapping from V f onto

Eλ. We turn V f into a semi-Hilbert B–B–module Vλ, by defining the semi-inner product

〈f, g〉λ = 〈iλ(f), iλ(g)〉

for f, g ∈ V f .

Let T1 and T2 be locally convex Hausdorff topologies on B. A semi-Hilbert B–B–module

E is called sequentially T1–T2–continuous, if for all f, g ∈ E any of the four functions

b 7→ 〈f, gb〉, b 7→ 〈f, bg〉, b 7→ 〈fb, g〉 and b 7→ 〈bf, g〉 on B is sequentially T1–T2–continuous.
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Let Λ be a net converging to λ0 ∈ Λ and B0 a ∗–subalgebra of B which is sequen-

tially T1–dense. We say a V –related family of sequentially T1–T2–continuous semi-Hilbert

B–B–modules
(
Eλ

)
λ∈Λ

converges to Eλ0 , if

lim
λ
〈f, g〉λ = 〈f, g〉λ0 (D.3.1)

in the topology T2 for all f, g ∈ V f
B0

. We write lim
λ

Eλ = Eλ0 .

D.3.2 Remark. Some comments on this definition are in place. We are interested in the

limits of the semi-inner products of elements of V f . However, it turns out that the limit

may be calculated only on the submodule V f
B0

, where B0 is a sufficiently small subalgebra of

B, and in a sufficiently weak topology T2. (If this limit took values also in B0, we could stay

with V f
B0

and forget about B. Unfortunately, this will not be the case.) By the requirement

that B0 is a sequentially dense subalgebra of B in a sufficiently strong topology T1 and by

the T1–T2–continuity conditions we assure that the semi-inner product on V f
B0

(with values

in B) already determines the semi-inner product on V f .

Suppose that
(
Eλ

)
λ∈Λ\{λ0} is V –related and sequentially T1–T2–continuous and that

Equation (D.3.1) holds. Furthermore, suppose that also the limit semi-inner product fulfills

the continuity conditions and its extension to elements of V f still takes values in B. Then

V f with extension of the semi-inner product (D.3.1) by T1–T2–continuity is a sequentially

T1–T2–continuous semi-Hilbert B–B–module. Letting Eλ0 = V f , the family
(
Eλ

)
λ∈Λ

is

V –related, sequentially T1–T2–continuous and we have lim
λ

Eλ = Eλ0 .

Obviously, after dividing out all null-spaces, Definition D.3.1 may be restricted to the case

of pre-Hilbert modules. If B is a pre-C∗–algebra and left multiplication is norm continuous

on all Eλ, we may perform a completion. Convergence of a family of Hilbert modules means

that there is a familiy of dense submodules for which Definition D.3.1 applies.

D.3.3 Remark. If the ∗ is continuous in both topologies, then it is sufficient to check the

T1–T2–continuity conditions only for either the left or the right argument of the semi-inner

product.

Furthermore, if the multiplication in B0 is separately T2–continuous, then it is sufficient

to compute (D.3.1) on elements of the left generate of V in V f
B0

. However, there is no way

out of the necessity to compute the limit on any single element in the left generate. This

had been avoided in [AL96], so that the convergence used therein is at most a convergence of

right Hilbert modules. However, notice that, in particular, the left multiplication will cause

later on a big growth of the limit module. The algebraic operations in the construction of

a full Fock module cannot even be formulated without the left multiplication.
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Now we start choosing the ingredients of Definition D.3.1 for our problem. For B0 we

choose the ∗–algebra W0 = span
{
eiκ·peiρ·q : κ, ρ ∈ Rd

}
of Weyl operators.

In order to proceed, we have to recall some basic facts about the Weyl algebra. As a

reference see e.g. the book [Pet90] of Petz. The Weyl algebra W is the C∗–algebra generated

by unitary groups of elements of a C∗–algebra subject to Relations (D.1.1). By Slawny’s

theorem this C∗–algebra is unique, so that the definition makes sense. A representation of

W on a Hilbert space induces a weak topology on W. However, this topology depends highly

on the representation under consideration. For instance, we identify elements b ∈ W always

as operators in B(S). In this representation the operators depend strongly continuous on

the parameters κ and ρ. (Such a representation is called regular. An irreducible regular

representation of W is determined up to unitary equivalence.)

Denote by Wp and Wq the ∗–subalgebras of W0 spanned by all eiκ·p and spanned by all

eiρ·q, respectively. The Weyl operators are linearly independent, i.e. as a vector space we

may identify W0 with Wp ⊗Wq via eiκ·peiρ·q ≡ eiκ·p ⊗ eiρ·q. Since
{
eiρ·q}

ρ∈Rd is a basis for

Wq, we may identify B0 with
⊕

ρ∈Rd

Wp. We identify Wp as a subalgebra of L∞(Rd) ⊂ B(S).

By the momentum algebra P we mean the ∗–subalgebra Cb(Rd) of L∞(Rd). Notice that the

C∗–algebra P contains Wp. For B we choose
⊕

ρ∈Rd

P . We have B ⊂ ⊕
ρ∈Rd

L∞(Rd) ⊂ B(S).

In order to define the topology T1, we need the weak topology arising from a different

representation. We define a representation π of W on
⊕

ρ∈Rd

L2(Rd) (consisting of families

(
fρ

)
ρ∈Rd where fρ ∈ L2(Rd)) by setting

π(eiκ·peiρ′·q)
(
fρ

)
ρ∈Rd =

(
eiκ·peiρ′·qfρ−ρ′

)
ρ∈Rd .

This representation extends to elements b ∈ ⊕
ρ∈Rd

L∞(Rd). It is, roughly speaking, regular

with respect to κ, however, ‘discrete’ with respect to ρ′.

Let I denote a finite subset of Rd. We equip
⊕
ρ∈I

L∞(Rd) with the restriction of the weak

topology on
⊕

ρ∈Rd

L∞(Rd) induced by the representation π. We equip
⊕

ρ∈Rd

L∞(Rd) with a

different topology by considering it as the strict inductive limit of
(⊕

ρ∈I
L∞(Rd)

)
I⊂Rd

; see

e.g. Yosida [Yos80, Definition I.1.6]. Clearly, a sequence
( ∑

ρ∈Rd

eiρ·qhn
ρ

)
n∈N

=
((

hn
ρ

)
ρ∈Rd

)
n∈N

in
⊕

ρ∈Rd

L∞(Rd), where hn
ρ ∈ L∞(Rd), converges, if and only if the hn

ρ are different from zero

only for a finite number of ρ ∈ Rd and if any of the sequences
(
hn

ρ

)
n∈N (ρ ∈ Rd) converges

in the weak topology of L∞(Rd). Notice that
⊕

ρ∈Rd

L∞(Rd) is sequentially complete and that

B0 is sequentially dense in this topology. By restriction to B, we obtain the topology T1.

Notice that convergence of a sequence in the topology T1 also implies convergence in the
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weak topology of B(S).

The topology T2 is the topology induced by matrix elements with respect to the Schwartz

functions S(Rd). Thus, 〈f, g〉λ converges to b ∈ B(S), if and only if
〈
ξ, 〈f, g〉λζ

〉
converges to

〈ξ, bζ〉 for all ξ, ζ ∈ S(Rd). Since an element in B0 leaves invariant the domain of Schwartz

functions, the multiplication with elements of B0 is a T2–continuous operation. Also the ∗
is continuous in both topologies, i.e. Remark D.3.3 applies.

Of course, we choose Λ = [0,∞), ordered decreasingly, and λ0 = 0. We return to

V = S(R)⊗Cc(Rd). Fix λ > 0 and consider V (B(S)) equipped with its semi-inner product

〈•, •〉λ, the left multiplication (D.2.2) and the embedding iλ being the extension of the

canonical embedding i : V → V (B(S)). Then our Eλ are iλ(V
f ).

D.3.4 Proposition. The
(
Eλ

)
λ>0

form a V –related, sequentially T1–T2–continuous family

of semi-Hilbert B–B–modules.

Proof. First, we show T1–T2–continuity. Notice that for sequences convergence in T1

implies convergence in the weak topology and that convergence in the weak topology implies

convergence in T2. Therefore, it suffices to show that for all f, g ∈ V f
B the mappings

b 7→ 〈f, gb〉λ and b 7→ 〈f, b.g〉λ are sequentially weakly continuous. However, by right

B–linearity, continuity of the first mapping is a triviality. The second mapping, actually, is

an inner product of elements of Cs
c(Rd,B(S)). The mapping depends weakly continuous on

b on bounded subsets. In particular, it is sequentially weakly continuous.

It remains to show that the inner product maps into B. For f = II [t,T ]f̃ , g = II [s,S]g̃ ∈ V

we have

〈f, g〉λ =

∫
dk

∫ T

t

dτ

∫ S

s

dσ f̃(k)g̃(k)γ∗λ(τ, k)γλ(σ, k)

=
1

λ2

∫
dk

∫ T

t

dτ

∫ S

s

dσ f̃(k)g̃(k)ei σ−τ
λ2 (p·k+ω(|k|))

=

∫
dk

∫ T

t

dτ

∫ S−τ
λ2

s−τ
λ2

du f̃(k)g̃(k)eiu(p·k+ω(|k|)). (D.3.2)

This is the weak limit of elements in Wp and, therefore, an element of P ⊂ B. Automatically,

we have 〈f, gb〉λ ∈ B for b ∈ B.

Now consider b = h(p)eiρ·q ∈ B (h ∈ P). By Equation (D.1.1) and manipulations similar

to (D.3.2) we find

〈f, b.g〉λ =

∫
dk

∫ T

t

dτ

∫ S−τ

λ2

s−τ
λ2

du f̃(k)g̃(k)e−i τ
λ2 ρ·keiu((p−ρ)·k+ω(|k|))h(p + k)eiρ·q. (D.3.3)

The integral without the factor eiρ·q is a continuous bounded function of p, i.e. an element

of the momentum algebra P ⊂ B. It follows that also 〈f, b.g〉λ ∈ B.
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Next we evaluate the limit in (D.3.1). The following proposition is just a repetition of

a result in [AL96]. However, notice that the integrations have to be performed precisely in

the order indicated (i.e. the p–integration first).

D.3.5 Proposition [AL96]. Let f, g ∈ V be given as for Equation (D.3.2) and ξ, ζ ∈
S(Rd). Then

lim
λ→0

〈
ξ, 〈f, g〉λζ〉

= 〈II [t,T ], II [s,S]〉
∫

dk f̃(k)g̃(k)

∫
du

∫
dp ξ(p)ζ(p)eiu(p·k+ω(|k|)). (D.3.4)

The factor 〈II [t,T ], II [s,S]〉 is the inner product of elements of L2(R).

Proof. The matrix element of Equation (D.3.2) is

〈
ξ, 〈f, g〉λζ〉

=

∫
dk f̃(k)g̃(k)

∫ T

t

dτ

∫ S−τ
λ2

s−τ

λ2

du eiuω(|k|)
∫

dp ξ(p)ζ(p)eiup·k

=

∫
dk f̃(k)g̃(k)

∫ T

t

dτ

∫ S−τ

λ2

s−τ
λ2

du eiuω(|k|) ξ̂ζ (uk).

For λ > 0 the order of integrations does not matter, so we may, indeed, decide to perform

the p–integration first. ξ̂ζ , the Fourier transform of ξζ, is a rapidly decreasing function.

Therefore, the λ–limit in the bounds of the u–integral may by performed for almost all k

(namely k 6= 0) and all τ . Depending on the sign of s−τ and S−τ , respectively, the bounds

converge to ±∞. A careful analysis, involving the theorem of dominated convergence, yields

the scalar product of the indicator functions in front of (D.3.4). The resulting function of

k is bounded by a positive multiple of the function
∣∣f(k)

k

∣∣ which is integrable for d ≥ 2. By

another application of the theorem of dominated convergence and a resubstitution of ξ̂ζ

the formula follows.

Now we will show as one of our main results that the sesquilinear form on S(Rd) given

by (D.3.4) indeed defines an element of B. In [AL96] it was not clear, if (D.3.4) defines any

operator on S. Denote by ek the unit vector in the direction of k 6= 0 and by
∫

dek the

angular part of an integration over k in polar coordinates.

D.3.6 Lemma. Let f be an element of Cc(Rd), ξ be an element of S(Rd) and d ≥ 3.

Furthermore, let ω be a C1–function R+ → R+ of the form ω(r) = rω0(r), where 0 ≤
ω0(0) < ∞ and ω′0 bounded below by a constant c > 0. Denote by ω−1

0 the inverse function

of ω0 extended by zero to arguments less than ω0(0). Then
∫

dk f(k)

∫
du

∫
dp ξ(p)eiu(p·k+ω(|k|))

= 2π

∫
dp ξ(p)

∫
dek

ω−1
0 (−p · ek)

d−2

ω′0(ω
−1
0 (−p · ek))

f(ω−1
0 (−p · ek)ek).
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Moreover,

∫
dek

ω−1
0 (−p · ek)

d−2

ω′0(ω
−1
0 (−p · ek))

f(ω−1
0 (−p · ek)ek)

as a function of p is an element of Cb(Rd).

D.3.7 Remark. Formally, we can perform the u–integration and obtain

2π

∫
dk f(k)

∫
dp ξ(p)δ

(
p · k + ω(|k|))

where the δ–distribution is one-dimensinal (not d–dimensional). The statement of the lemma

arises by performing the integration over |k| first and use of the formal rules for δ–functions.

However, f is in general not a test function and the domain of the |k|–integration is R+, not

R. Therefore, some attention has to be paid. We will use this formal δ–notation whenever

it is justified by Lemma D.3.6.

Proof of Lemma D.3.6. Let us write k in polar coordinates, i.e. k = rek. For fixed

k 6= 0 we write the p–integral in cartesian coordinates with the first coordinate p0 being

the component of p along ek. Then p has the form p = p0ek + p⊥ with p⊥ the unique

component of p perpendicular to ek. In this representation the exponent has the form

iur(p0 + ω0(r)) and we may apply the inversion formula of the theory of Fourier transforms

to the p0–integration followed by the u–integration. The result may be described formally

by the δ–function 2πδ
(
r(p0 + ω0(r))

)
for the p0–integration. We obtain

∫
du

∫
dp ξ(p)eiu(p·k+ω(|k|)) = 2π

∫
dp ξ(p)δ

(
r(p0 + ω0(r))

)

= lim
ε→0

2π

ε

∫
dp ξ(p)II [0,ε]

(
p · k + ω0(|k|)

)
.

It is routine to check that the right-hand side is bounded uniformly in ε ∈ (0, 1] by a positive

multiple of 1
|k| . Therefore, again by the theorem of dominated convergence we may postpone

the ε–limit also for the k–integration and obtain
∫

dk f(k)

∫
du

∫
dp ξ(p)eiu(p·k+ω(|k|)) = lim

ε→0

2π

ε

∫
dk f(k)

∫
dp ξ(p)II [0,ε]

(
p · k + ω0(|k|)

)
.

Now the order of integrations no longer matters.

We choose polar coordinates for the k–integration and perform first the integral over

r = |k|. The above formula for finite ε becomes

2π

ε

∫
dp ξ(p)

∫
dek

∫
dr rd−1f(rek)II [0,ε]

(
r(p · ek + ω0(r))

)
.
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Consider the function F (r) = r(p · ek + ω0(r)). From the properties of ω0 it follows that

ω0(r) ≥ ω0(0) + cr. Consequently, F (r) ≥ r(p · ek + ω0(0)) + cr2. If p · ek + ω0(0) ≥ 0,

then F (r) ≥ cr2 and, because d ≥ 3, the integral 1
ε

∫
dr rd−1f(rek)II [0,ε]

(
r(p · ek + ω0(r))

)

converges to 0 for ε → 0 uniformly in p · ek ≥ −ω0(0).

On the other hand, if p · ek + ω0(0) < 0, then F (r) starts with 0 at r = 0, is negative

until the second zero r0 = ω−1
0 (−p · ek)) and increases monotonically faster than cr2. We

make the substitution µ = F (r) and obtain

1

ε

∫
dr rd−1f(rek)II [0,ε]

(
r(p · ek + ω0(r))

)

=
1

ε

∫ ε

0

dµ
r(µ)d−1

p · ek + ω0(r(µ)) + r(µ)ω′0(r(µ))
f(r(µ)ek).

The integrand is bounded by r(µ)d−2

ω′0(r(µ))
sup
k∈Rd

|f(k)|. Therefore, the integral converges uniformly

in p · ek < −ω0(0) to the limit

rd−2
0

ω′0(r0)
f(r0ek).

Substituting the concrete form of r0 and extending ω−1
0 by ω−1

0 (F ) = 0 for F ≤ ω0(0), we

obtain the claimed formula.

The last statement of the lemma follows from the observation that ω−1
0 is a continuous

function and that if ω−1
0 (−p · ek) is big, then f(ω−1

0 (−p · ek)) = 0.

D.3.8 Corollary. The sesquilinear form on S(Rd) given by (D.3.4) defines an element of

B.

Formally, we denote this element by 〈f, g〉0 = 2π〈II [t,T ], II [s,S]〉
∫

dk f̃(k)g̃(k)δ
(
p · k +

ω(|k|)). Notice also the commutation relations

2π

∫
dk f̃(k)g̃(k)δ

(
(p− ρ) · k + ω(|k|)) = eiρ·q2π

∫
dk f̃(k)g̃(k)δ

(
p · k + ω(|k|))e−iρ·q.

Again it is clear that the limit extends to the right B0–generate of V and that the

function b 7→ 〈f, gb〉0 extends weakly continuous, i.e. a fortiori T1–T2–continuous, from B0

to B. It remains to show this also for the left B0–generate.

D.3.9 Proposition. Let again f, g ∈ V be given as for Equation (D.3.2) and ξ, ζ ∈ S(Rd).

Furthermore, let b = eiκ·peiρ·q ∈ B0. Then

lim
λ→0

〈
ξ, 〈f, b.g〉λζ〉

= δρ0〈II [t,T ], II [s,S]〉
∫

dk f̃(k)g̃(k)eiκ·k
∫

du

∫
dp ξ(p)eiu((p−ρ)·k+ω(|k|))eiκ·pζ(p). (D.3.5)
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D.3.10 Remark. δρ0 is, indeed, the Kronecker δ. So the left multiplication in the limit is

no longer weakly continuous. This is the reason for our rather complicated choice of the

topology T1.

Proof of Proposition D.3.9. Our starting point is equation (D.3.3). If ρ = 0 the

statement follows precisely as in the proof of Proposition D.3.5.

If ρ 6= 0, the expression is similar to the case ρ = 0 (where ζ is replaced by eiρ·qζ). The

only difference is the oscillating factor e−i τ
λ2 ρ·k. Similarly, one argues that the λ–limit in

the bounds of the u–integral may be performed first. By an application of the Riemann-

Lebesgue lemma the resulting integral over the oscillating factor converges to 0.

D.3.11 Remark. The proposition shows in a particularly simple example how the Rie-

mann-Lebesgue lemma makes a lot of matrix elements disappear in the limit. This fun-

damental idea is due to [AL96]. However, in [AL96] the idea was not applied to the left

multiplication.

D.3.12 Corollary. The sesquilinear form on S(Rd), defined by (D.3.5), determines the

element

〈f, b.g〉0 = δρ0〈f, (eiκ·kg)〉0eiκ·p

in P. Moreover, the mapping b 7→ 〈f, b.g〉0 extends sequentially T1–T2–continuously from

B0 to B.

Proof. Like for ρ = 0, it follows that (D.3.5), indeed, defines an element of P . Now we

observe that a matrix element 〈f, h.g〉0, written in the form according to Lemma D.3.6,

may be extended from elements in Wp to all elements h ∈ P . It suffices to show that the

mapping h 7→ 〈f, h.g〉0 is sequentially weakly continuous on P . To see this we perform

first the p–integral and obtain a bounded function on ek. Inserting a sequence
(
hn

)
n∈N, the

resulting sequence of functions on ek is uniformly bounded. By the theorem of dominated

convergence we may exchange limit and ek–integration.

The following theorem is proved just by collecting all the results.

D.3.13 Theorem. The
(
Eλ

)
λ≥0

form a V –related, sequentially T1–T2–continuous family

of semi-Hilbert B–B–modules and

lim
λ→0

Eλ = E0.
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Now we are going to understand the structure of E0 better. Consider E0 = B⊗V ⊗B =⊕
ρ∈Rd

P ⊗ V ⊗ B. Any of the summands P ⊗ V ⊗ B inherits a semi-Hilbert P–B–module

structure just by restriction of the operations of E0. Notice that the inner products differ

for different indices ρ. However, the left multiplications by elements h ∈ P coincide. Of

course, multiplication of an element in the ρ–th summand by eiρ′·q from the left, is not only

pointwise multiplication, but shifts this element into the (ρ + ρ′)–th summand.

Next we recall that V = S(R)⊗ Cc(R). The factor 〈II [t,T ], II [s,S]〉 tells us that E0 is the

exterior tensor product of the pre-Hilbert C–C–module S(R) and B ⊗ Cc(R) ⊗ B with a

suitable semi-Hilbert B–B–module structure.

In order to combine both observations we make the following definition. Fix ρ ∈ Rd. We

turn Cc(Rd,B)s into a P–B–module by pointwise multiplication by elements of B from the

right and the left multiplication defined by setting [h.f ](k) = h(p + k)f(k). Denote by V r
ρ

the P–B–subsubmodule of Cc(Rd,B)s generated by Cc(Rd). We turn V r
ρ into a semi-Hilbert

P–B–module by setting

〈f, g〉(ρ) = 2π

∫
dk f(k)∗δ

(
(p− ρ) · k + ω(|k|))g(k).

Set E =
⊕

ρ∈Rd

V r
ρ . For an element

(
fρ

)
ρ∈Rd ∈ E we define the left action of eiρ′·q by

eiρ′·q.
(
fρ

)
ρ∈Rd =

(
eiρ′·qfρ−ρ′

)
ρ∈Rd . The following theorem may be checked simply by in-

spection.

D.3.14 Theorem. The mapping

∑

ρ∈Rd

(hρe
iρ·q)⊗ (

II [t,T ]fρ

)⊗ bρ 7−→ II [t,T ] ⊗
(
hρ.(e

iρ·qfρ)bρ

)
ρ∈Rd ,

where II [t,T ] ∈ S(R), fρ ∈ Cc(Rd) ⊂ V r
ρ , hρ ∈ P, and b ∈ B, (all different from 0 only for

finitely many ρ ∈ Rd) defines a surjective B–B–linear isometry

E0 = B ⊗ V ⊗ B −→ S(R)⊗ E .

The ⊗–sign on the right-hand side is that of the exterior tensor product.

D.3.15 Remark. Cs
c(Rd,B) may be considered as a completion of Cc(Rd) ⊗ B. The left

multiplication by elements of P leaves invariant Cs
c(Rd,B) and the inner product of E0, first

restricted to P ⊗ V ⊗ B = P ⊗ V r and then extended to P ⊗ V rs
, does not distinguish

between elements h⊗ f and 1⊗ (h.f). Therefore, already the comparably small spaces V r
ρ

are sufficient to obtain an isometry.
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We find the commutation relations

[
(eiκ·peiρ′·q).

(
fρ

)
ρ∈Rd

]
(t, k) =

(
eiκ·kfρ−ρ′(t, k)

)
ρ∈Rd(e

iκ·peiρ′·q) (D.3.6)

for elements fρ ∈ V . This means for an arbitrary element in f ∈ S(R) ⊗ E and ρ,κ ∈ Rd

there exists f ′ ∈ S(R)⊗ E such that (eiκ·peiρ′·q).f = f ′eiκ·peiρ′·q and conversely. (The same

is true already for E .) Such a possibility is not unexpected, because it already occurs for

finite λ.

D.3.16 Remark. Of course, it is true that E is non-separable. This is not remarkable

due to the non-separability of W0. However, the separabilty condition usually imposed

on Hilbert modules is that of being countably generated. Clearly, E fulfills this condition,

because V is separable.

A much more remarkable feature is that the left multiplication is no longer weakly

continuous. However, also this behaviour is not completely unexpected. It often happens

in certain limits of representations of algebras that certain elements in the representation

space, fixed for the limit, become orthogonal. Consider, for instance, the limit } → 0 for

the canonical commutation relations or the limits q → ±1 for the quantum group SUq(2);

see [Ske99b]. In both examples the limits of suitably normalized coherent vectors become

orthogonal in the limit.

D.3.17 Remark. Since B ⊂ B(S) is a pre-C∗–algebra, E has a semi-norm and right mul-

tiplication fulfills ‖fb‖ ≤ ‖f‖ ‖b‖. We show that left multiplication by an element of B acts

at least boundedly on E . Indeed, we have ‖f‖2 = sup
ξ∈S(Rd),‖ξ‖=1

〈
ξ, 〈f, f〉ξ〉. Any element in

b =
(
hρ

)
ρ∈Rd ∈ B may be T1–approximated by a sequence

(
bn

)
n∈N of elements in B0 where

bn =
(
hn

ρ

)
ρ∈Rd . By the Kaplansky density theorem and weak separabilty of the unit-ball of

L∞(Rd), we may assume that
∥∥hn

ρ

∥∥ = ‖hρ‖ (ρ ∈ Rd, n ∈ N). We have

〈
ξ, 〈bnϕλ(f), bnϕλ(f)〉ξ〉 ≤ ‖bn‖2 〈

ξ, 〈ϕλ(f), ϕλ(f)〉ξ〉 ≤ 〈
ξ, 〈ϕλ(f), ϕλ(f)〉ξ〉

(∑

ρ∈Rd

‖hρ‖
)2

.

The number of ρ’s for which hn
ρ 6= 0 for at least one n ∈ N is finite. Our claim follows,

performing the limits first λ → 0 and then n →∞. Therefore, if necessary, we may change

to the Hilbert B–B–module E where, however, B is only a pre-C∗–algebra.

D.3.18 Remark. It is not difficult to see that the left and right multiplication, actually,

are sequentially T1–continuous. Therefore, all our results in this section and in Section D.4

may be extended to the sequentially T1–complete algebra L∞(Rd)⊗Wq.
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D.4 The central limit theorem

In this section we prove in a central limit theorem that the moments of the collective

creators and annihilators in the vacuum conditional expectation, represented in Section

D.2 by symmetric creators and annihilators on the symmetric Fock module Γc, converge to

the moments of the corresponding free creators and annihilators on the full Fock module

F(S(R)⊗ E) over the limit of the one-particle sector computed in Section D.3.

In a first step we show that in a pyramidally ordered product (i.e., so to speak, an anti-

normally ordered product) the moments of the free operators for finite λ converge to the

moments of the free operators for λ = 0. In the next step we show that nothing changes, if

we replace for finite λ the free operators by symmetric operators. For this step an explicit

knowledge of the embedding of the symmetric Fock module into the full Fock module is

indispensable. The final step consists in showing that the limits for arbitrary monomials

respect the free commutation relations (6.1.1).

In the course of this section we compute a couple of T2–limits of elements of B(S). For

the sesquilinear forms on S(Rd), defined by these algebra elements, all the limits already

have been calculated by Accardi and Lu in [AL96]. Since the combinatorical problems of,

for instance, how to write down an arbitrary monomial in creators and annihilators and so

on, have been treated in [AL96] very carefully, we keep short in the proofs. Sometimes, we

give only the main idea of a proof in a typical example.

New is that the limit sesquilinear forms define operators. This means that the limit

conditional expectation, indeed, takes values in B(S). Also new is the interpretation of the

limit of the moments of the collective operators as moments of free operators on a full Fock

module in the vacuum expectation. The idea to see this, roughly speaking, by checking

Relations (6.1.1) (see proof of Theorem D.4.3), has its drawback also in the computation of

the limit of the sesquilinear forms. The structure of the proof is simplified considerably.

D.4.1 Theorem. Let fi = II [ti,Ti]f̃i, gi = II [si,Si]g̃i be in V (i = 1, . . . , n; n ∈ N). Then

lim
λ→0

〈1, `(f1) · · · `(fn)`∗(gn) · · · `∗(g1)1〉λ = 〈1, `(f1) · · · `(fn)`∗(gn) · · · `∗(g1)1〉0.

Proof. First, we show that

〈fn ¯ . . .¯ f1, gn ¯ . . .¯ g1〉λ =

∫
dkn . . .

∫
dk1 f̃n(kn)g̃n(kn) · · · f̃1(k1)g̃1(k1)

∫ Tn

tn

dτn

∫ Sn

sn

dσn . . .

∫ T1

t1

dτ1

∫ S1

s1

dσ1 γ∗λ(τ1, k1) · · · γ∗λ(τn, kn)γλ(σn, kn) · · · γλ(σ1, k1)

(D.4.1)
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converges to the inner product on F0 in T2. We proceed precisely as in the proof of

Proposition D.3.5. Here we are not very explicit, because we have been explicit there.

We consider matrix elements of (D.4.1) with Schwartz functions ξ, ζ. The q’s in the γλ’s

dissappear by extensive use of Relations (D.1.1), however, cause some shifts to the p’s. We

make the substitutions ui = σi−τi

λ2 and after performing the p–integral we obtain the function

ξ̂ζ (unkn + . . . + u1k1). Its modulo is for almost all kn, . . . , k1 and all τn, . . . , τ1 a rappidly

decreasing upper bound for the ui–integrations. Similarly, as in the proof of Proposition

D.3.5 one checks that the λ–limits for the ui–integrals may be performed first. We obtain

the result

lim
λ→0

〈
ξ, 〈fn ¯ . . .¯ f1, gn ¯ . . .¯ g1〉λζ

〉
= 〈II [tn,Tn], II [sn,Sn]〉 · · · 〈II [t1,T1], II [s1,S1]〉

·
∫

dk1 f̃1(k1)g̃1(k1)

∫
du1 · · ·

∫
dkn f̃n(kn)g̃n(kn)

∫
dun

·
∫

dp ξ(p)ζ(p)eiun((p+kn−1+...+k1)·kn+ω(|kn|)) · · · eiu1(p·k1+ω(|k1|)).

of [AL96].

Now we proceed as in Lemma D.3.6 and bring the p–integration step by step to the

outer position. (Take into account that after performing the integrals over p and over ui, ki

(i = m + 1, . . . , n) the result is still a rapidly decreasing function on ui (i = 1, . . . ,m) for

almost all ki (i = 1, . . . , m). Therfore, Fubini’s theorem applies.) We obtain (by the same

notational use of the δ–functions) that (D.4.1) converges to

〈fn ¯ . . .¯ f1, gn ¯ . . .¯ g1〉0
= (2π)n〈II [tn,Tn], II [sn,Sn]〉 · · · 〈II [t1,T1], II [s1,S1]〉

∫
dkn . . .

∫
dk1 f̃n(kn)g̃n(kn) · · · f̃1(k1)g̃1(k1)

δ
(
(p + kn−1 + . . . + k1) · kn + ω(|kn|)

) · · · δ(p · k1 + ω(|k1|)
)
.

D.4.2 Theorem. Theorem D.4.1 remains true, if we replace on the left-hand side the free

creators and annihilators by the symmetric creators and annihilators, i.e.

lim
λ→0

E0(Aλ(f1) · · ·Aλ(fn)A∗
λ(gn) · · ·A∗

λ(g1))

= lim
λ→0

〈1, a(ϕλ(f1)) · · · a(ϕλ(fn))a∗(ϕλ(gn)) · · · a∗(ϕλ(g1))1〉
= 〈1, `(f1) · · · `(fn)`∗(gn) · · · `∗(g1)1〉0.

Proof. Notice that

a∗(ϕλ(gn)) · · · a∗(ϕλ(g1))1 =
√

n!P`∗(ϕλ(gn)) · · · `∗(ϕλ(g1))1.
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Therefore, we are ready, if we show that in the sum over the permutations only the identity

permutation contributes to the limit of the inner product.

Applying the flip to two neighbouring elements ϕλ(gi+1)¯ϕλ(gi) means exchanging the

arguments ki+1 ↔ ki. (The σi are dummies and may be labeled arbitrarily.) We find

[
F(ϕλ(gi+1)¯ ϕλ(gi))

]
(ki+1, ki)

=

∫ Si

si

dσi+1

∫ Si+1

si+1

dσi e
i

σi−σi+1
λ2 ki+1·kiγλ(σi+1, ki+1)γλ(σi, ki)g̃i(ki+1)g̃i+1(ki).

This differs only by the oscillating factor ei
σi−σi+1

λ2 ki+1·ki from the expression

ϕλ(II [si+1,Si+1]g̃i)¯ ϕλ(II [si,Si]g̃i+1)

whose inner products are known to have finite limits. This oscillating factor cannot be

neutralized by any other flip operation on a different pair of neighbours. Assume, for

instance, for a certain permutation π that i is the first position, counting from the right,

which is changed by π. Then π may be written in the form π′F(i,i+1)π
′′ where F(i,i+1) is

the flip of positions i and i + 1 and π′, π′′ are permutations involving only the positions

i + 1, . . . , n. A look at the concrete form of the exponents in the oscillating factors tells us

that the oscillating factor arising from F(i,i+1) will be neutralized at most on a null-set for

the kj–σj–integrations (j = i + 1, . . . , n). Therefore, any non-identical permutation does

not contribute to the sum of all permutations. (Notice that also here for a proper argument

the theorem of dominated convergence is involved.)

D.4.3 Central limit theorem. Theorem D.4.2 remains true, if we replace on the

left-hand side Aλ(f1) · · · Aλ(fn)A∗
λ(gn) · · ·A∗

λ(g1) by an arbitrary monomial in collective

creators and annihilators and on the right-hand side `(f1) · · · `(fn)`∗(gn) · · · `∗(g1) by the

corresponding monomial in the free creators and annihilators. In other words, we expressed

the limit of arbitrary moments of collective operators in the vacuum conditional expectation

E0 as the moments of the corresponding free operators in the vacuum expectation on the

limit full Fock module.

Proof. We will show that, in a certain sense, Aλ(f)A∗
λ(g) → 〈f, g〉0 for λ → 0; cf. Relations

(6.1.1). Indeed, one easily checks that

[a(f)a∗(g)F ](kn, . . . , k1)

= 〈f, g〉F (kn, . . . , k1) +

∫
dk

n∑
i=1

f ∗(k)g(ki)F (k, kn, . . . , k̂i, . . . , k1)

for f, g ∈ Cs
c(Rd,B).
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Replacing f, g by ϕλ(f), ϕλ(g) (f, g ∈ V ), the first summand converges precisely to what

we want, namely, 〈f, g〉0F . In the remaing sum we may, like in the proof of Theorem D.4.2,

exchange the position of f ∗ and g. This produces an oscillating factor which makes the

k–integral dissappear in the limit.

Finally, we must show that in a concrete expression, e.g. like

E0

(
Aλ(f1) · · ·Aλ(fn)A∗

λ(gn) · · ·A∗
λ(gm+1)Aλ(f)A∗

λ(g)A∗
λ(gm) · · ·A∗

λ(g1)
)

=
〈
1, a(ϕλ(f1)) · · · a(ϕλ(fn))a∗(ϕλ(gn)) · · · a∗(ϕλ(gm+1))

a(ϕλ(f))a∗(ϕλ(g))a∗(ϕλ(gm)) · · · a∗(ϕλ(g1))1
〉
,

the limit a(ϕλ(f))a∗(ϕλ(g)) → 〈f, g〉0 for the inner pairing may be computed first. But this

follows in the usual way using arguments involving the theorem of dominated convergence

and the Riemann-Lebesgue lemma.

D.4.4 Remark. It is possible to extend the preceeding results in an obvious manner to

elements f in the B0–generate of V . This means that the moments of both A∗(f) and

`∗(f) for finite λ converge to the moments of `∗(f) on F(S(R) ⊗ E). By a slight weak-

ening of Definition D.3.1 in the sense that the generating set needs only to be topolog-

ically generating, one can show that lim
λ→0

F(Eλ) = F(S(R) ⊗ E) and more or less also

lim
λ→0

Γ(Cs
c(Rd,B)) = F(S(R) ⊗ E). However, since the notational effort and a precise rea-

soning would take a lot of time, we content ourselves with the central limit theorem. Since

the moments of all creators and, henceforth, the inner products on the full Fock module

are already determined by Relations (6.1.1), we do not really loose information on the limit

module.
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Appendix E

A summary on Hilbert modules

In this appendix we recall briefly for a quick reference the notions used in these notes

which may be not so standard in Hilbert module theory. In any case we assume that the

basic notations from Chapter 1 are known. This includes, in particular, Section 1.4 about

operators on Hilbert modules and pre-Hilbert modules sometimes only over pre–C∗–algebras.

Most important are Corollaries 1.4.3 and 1.4.4 which describe circumstances under which

an operator on a semi-Hilbert module E respects the kernel of the semiinner product (i.e.

the submodule of NE = {x ∈ E : 〈x, x〉 = 0}). In particular, Corollary 1.4.3 guaranties that

a mapping which is formally adjointable on a subset which generates E (algebraically) as a

right module, gives rise to a mapping on the quotient E/NE.

In Section E.1 we review quickly the notion of von Neumann modules and their basic

properties, and we recall the notions related to B(G)–modules introduced in Examples

3.1.2, 3.3.4, 4.1.15, 4.2.13 and 6.1.6. In Section E.2 we discuss matrices of Hilbert modules

as introduced in Examples 1.4.10, 1.6.6, 1.7.6, 1.7.7, 4.2.12 and 4.3.8. The organiziation of

the few arguments we give there, differs considerably form the presentation in Part I. For

instance, in Part I we use matrices to show positivity of tensor product (often refered to

as the interior tensor product; see Section 4.2) and exterior tensor product (Section 4.3),

whereas here we assume these notions as well-known and derive from them the properties

of matrices. For the extensions of the exterior tensor product to the framework of von

Neumann algebras see Remark 4.3.4.

Recall also that a two-sided module is a right module with a left action by another

algebra as right module homomorphisms, and that we always assume that this left action is

non-degenerate. Here non-degenerate is meant in the algebraic sense, whereas, total refers

to the more common topological sense; see Definition 1.6.1. For unital algebras all notions

coincide and mean that the unit acts as unit. If a left action is degenerate, instead, then we

speak only of a representation. Notice that for the right multiplication on a (pre-)Hilbert

module totality (and non-degeneracy in the unital case) is automatic.
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E.1 Von Neumann modules

Let B be a pre–C∗–algebra acting non-degenerately on a pre-Hilbert space G (in other

words, G is a pre-Hilbert B–C–module), and let E be a pre-Hilbert A–B–module. Then

the tensor product H = E ¯G is a pre-Hilbert A–C–module, i.e. a pre-Hilbert space with

a representation ρ of A by (adjointable) operators on H. We refer to ρ as the Stinespring

representation of A (associated with E and G); cf. Remark 4.1.9.

To each x ∈ E we associate an operator Lx : G → H, g 7→ x ¯ g in Ba(G,H). We refer

to the mapping η : x 7→ Lx as the Stinespring representation of E (associated with G). If

the representation of B on G is faithful (whence, isometric), then so is η. More precisely,

we find L∗xLy = 〈x, y〉 ∈ B ⊂ Ba(G). We also have Laxb = ρ(a)Lxb so that we may identify

E as a concrete A–B–submodule of Ba(G,H).

In particular, if B is a von Neumann algebra on a Hilbert space G, then we consider E

always as a concrete subset of B(G,E ¯̄ G). We say E is a von Neumann B–module, if it is

strongly closed in B(G,E ¯̄ G). If also A is a von Neumann algebra, then a von Neumann

A–B–module E is a pre-Hilbert A–B–module and a von Neumann B–module such that the

Stinespring representation ρ of A on E ¯̄ G is normal.

The (strong closure of the) tensor product of von Neumann modules is again a von Neu-

mann module (Proposition 4.2.24). Left multiplication by any element in Ba(E) (in partic-

ular, those coming from elements of A) is a strongly continuous operation on E (Proposition

3.1.5). The ∗–algebra Ba(E) is a von Neumann subalgebra of B(E ¯̄ G) (Proposition 3.1.3).

One may easily show that if B = B(G), then E = B(G,H) and Ba(E) = B(H)

(Example 3.1.2). If E is a von Neumann B(G)–B(G)–module, then H = G ⊗̄ H and

E = Ba(G,G⊗̄H) = B(G)⊗̄s H where H is a Hilbert space, Arveson’s Hilbert space of inter-

twiners of the left and right multiplication (Example 3.3.4). In other words, H = CB(G)(E),

where generally CB(E) = {x ∈ E : bx = xb (b ∈ B)} is the B–center of a B–B–module.

See Example 4.2.13 for the crucial interpretation of the tensor product of von Neumann

modules in terms of mappings and the relation the composition of the centers under tensor

product. This leads also to the crucial equivalence of Fock modules over von Neumann

B(G)–B(G)–modules and Fock spaces tensorized with the initial space G (Examples 4.1.15

and 6.1.6).

Von Neumann modules are self-dual (Theorem 3.2.11). Consequently, each bounded

right linear mapping on (or between) von Neumann modules is adjointable (Corollary 1.4.8)

and von Neumann modules are complementary (i.e. for any von Neumann submodule F of

a pre-Hilbert module E there exists a projection p ∈ Ba(E) onto F ) (Proposition 1.5.9).

Let T : A → B be a (bounded) completely positive mapping between unital pre–C∗–

algebras, and denote by (E, ξ) as the GNS-construction for T (Definition 4.1.7). If T is a



E.2. Matrices of Hilbert modules 345

normal mapping between von Neumann algebras, then E
s

is a von Neumann A–B–module.

E.2 Matrices of Hilbert modules

Matrices with entries in a Hilbert module are probably the most crucial tool in Chapter 13.

We developed these matrices in the form of examples and used them to show basic properties

of tensor products. Here we proceed conversely and derive the properties of matrices by

considering the tensor products as well-known. Recall that the C∗–algebras Mn are nuclear

and that, therefore, the norms on the appearing exterior tensor products are unique.

For some Hilbert spaces G,H the space B(G, H) is a von Neumann B(H)–B(G)–module

with inner product 〈L,M〉 = L∗M and the obvious module operations. In particular, the

n×m–matrices Mnm = B(Cm,Cn) are von Neumann Mn–Mm–modules. One easily checks

that Mn` ¯M`m = Mnm where X ¯ Y = XY gives the canonical identification.

Let E be a pre-Hilbert A–B–module. By Mnm(E) = E ⊗Mnm we denote the spaces of

n×m–matrices with entries in a pre-HilbertA–B–module. By construction Mnm(E) is a pre-

Hilbert Mn(A)–Mm(B)–module. It is a Hilbert and a von Neumann module, respectively,

if and only if E is.

Mnm(E) consists of matrices X =
(
xki

)
whose inner product is

〈X, Y 〉ij =
n∑

k=1

〈xki, ykj〉.

An element of Mm(B) acts from the right on the right index and an element of Mn(A)

acts from the left on the left index of X in the usual way. Considering E as pre-Hilbert

Ba(E)–B–module and making use of matrix units for Mn(Ba(E)), one easily shows that

Ba(Mnm(E)) = Mnm(Ba(E)). We have Mn`(E)¯M`m(F ) = Mnm(E¯F ) where
(
X¯Y

)
i,j

=∑
k

xik ¯ ykj gives the canonical identification. In particular, for square matrices we find

Mn(E)¯Mn(F ) = Mn(E ¯ F ).

Conversely, let Enm be a pre-Hilbert Mn(A)–Mm(B)–module. Suppose for the time being

that A and B are unital, and define Qi as the matrix in Mn(A) with 1 in the i–th place

in the diagonal and Pi ∈ Mm(B) defined analogously. Then all submodules QiEnmPj are

isomorphic to the same pre-Hilbert A–B–module E and Enm = Mnm(E). (Each of these

entries QiEnmPj takes its A–B–module structure by embedding A and B into that unique

place in the diagonal of Mn(A) and Mm(B), respectively, where it acts non-trivially. The

isomorphisms between the entries follows with the help of matrix units in Mn, Mm which are

easily shown to restrict to isomorphisms between the entries.) The same shows to remains

true, when A and B are not necessarilly unital by appropriate use of approximate units.
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Special forms are En = Mn1(E) and En = M1n(E). Both consist of elements X =

(x1, . . . , xn) (xi ∈ E). However, the former is an Mn(A)–B–module with inner product

〈X,Y 〉 =
∑
i

〈xi, yi〉 and Ba(En) = Mn(Ba(E)) (it is just the n–fold direct sum over E),

whereas, the latter is an A–Mn(B)–module with inner product 〈X, Y 〉i,j = 〈xi, yi〉 and

Ba(En) = Ba(E). Observe that En ¯ F n = E ¯ F , whereas, En ¯ Fm = Mnm(E ¯ F ).

Let us set X =
(
δijxi

) ∈ Mn(E) for some xi ∈ E (i = 1, . . . , n), and Y correspondingly.

Then the mapping T : Mn(A) → Mn(B), defined by setting T (A) = 〈X,AY 〉 acts matrix-

element-wise on A, i.e.

(
T (A)

)
ij

= 〈xi, aijyj〉.

In particular, if Y = X, then T is completely positive. T (A) may be considered as the

Schur product of the matrix T of mappings A → B and the matrix A of elements in A.

If S is another mapping coming in a similar manner from diagonal matrices X ′, Y ′ with

entries in a pre-Hilbert B–C–module F , then we find as in Example 4.2.8 that the Schur

composition of S ◦ T of the mappings T and S (i.e. the pointwise composition) is given by

S ◦ T (A) = 〈X ¯X ′, AY ¯ Y ′〉.

This observation is crucial for the analysis of CPD-semigroups in Chapter 5.
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Tübingen, 2001.
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[Sch95] M. Schürmann. Non-commutative probability on algebraic structures. In H. Heyer,
editor, Probability measures on groups and related structures XI, pages 332–356.
World Sci. Publishing, 1995.

[Sch96] J. Schweitzer. Interplay between noncommutative topology and operators on C∗–
algebras. PhD thesis, Tübingen, 1996.

[Shl96] D. Shlyakhtenko. Random gaußian band matrices and freeness with amalgamation.
International Mathematics Research Notices, 20:1013–1025, 1996.

[Ske96] M. Skeide. A note on Bose Z–independent random variables fulfilling q–
commutation relations, 1996. Submitted to Quantum Probability Communica-
tions XII.

[Ske98a] M. Skeide. Hilbert modules in quantum electro dynamics and quantum probability.
Commun. Math. Phys., 192:569–604, 1998.

[Ske98b] M. Skeide. Quantum stochastic calculus on full Fock space. In R. Alicki, M. Boze-
jko, and W.A. Majewski, editors, Quantum probability, volume 43 of Banach Cen-
ter Publications, pages 369–379. Polish Academy of Sciences — Institute of Math-
ematics, 1998.

[Ske99a] M. Skeide. A central limit theorem for Bose Z–independent quantum random
variables. Infinite Dimensional Analysis, Quantum Probability & Related Topics,
2:289–299, 1999.

[Ske99b] M. Skeide. Infinitesimal generators on SUq(2) in the classical and anti-classical
limit. Information Dynamics & Open Systems, 6:375–414, 1999.

[Ske99c] M. Skeide. Tensor product systems of CP-semigroups on C2. Preprint, Rome,
1999. To appear in Journal of Mathematical Sciences.

[Ske00a] M. Skeide. Dilations, product systems and weak dilations. Preprint, Cottbus,
2000. Submitted to Math. Notes.

[Ske00b] M. Skeide. Generalized matrix C∗–algebras and representations of Hilbert mod-
ules. Mathematical Proceedings of the Royal Irish Academy, 100A:11–38, 2000.



354 Bibliography

[Ske00c] M. Skeide. Indicator functions of intervals are totalizing in the symmetric Fock
space Γ(L2(R+)). In L. Accardi, H.-H. Kuo, N. Obata, K. Saito, Si Si, and L. Streit,
editors, Trends in contemporary infinite dimensional analysis and quantum prob-
ability, volume 3 of Natural and Mathematical Sciences Series. Istituto Italiano di
Cultura (ISEAS), Kyoto, 2000. Volume in honour of Takeyuki Hida.

[Ske00d] M. Skeide. Quantum stochastic calculus on full Fock modules. J. Funct. Anal.,
173:401–452, 2000.

[Sni00] P. Sniady. Quadratic bosonic and free white noise. Commun. Math. Phys.,
211:615–628, 2000.

[Spe91] R. Speicher. Stochastic integration on the full Fock space with the help of a kernel
calculus. Publ. RIMS Kyoto Univ., 27:149–184, 1991.

[Spe97] R. Speicher. On universal products. Fields Institute Communications, 12:257–266,
1997.

[Spe98] R. Speicher. Combinatorial theory of the free product with amalgamation and
operator-valued free probability theory. Number 627 in Memoires of the American
Mathematical Society. American Mathematical Society, 1998.

[Sto72] E. Stormer. On projection maps of von Neumann algebras. Math. Scand., 30:46–
50, 1972.

[Tak79] M. Takesaki. Theory of operator algebras I. Springer, 1979.

[Tsi00a] B. Tsirelson. From random sets to continuous tensor products: answers to three
questions of W. Arveson. Preprint, ArXiv:math.FA/0001070, 2000.

[Tsi00b] B. Tsirelson. From slightly coloured noises to unitless product systems. Preprint,
ArXiv:math.FA/0006165, 2000.

[Voi87] D. Voiculescu. Dual algebraic structures on operator algebras related to free prod-
ucts. J. Operator Theory, 17:85–98, 1987.

[Voi95] D. Voiculescu. Operations on certain non-commutative operator-valued random
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for F(E), 51
kernel

completely positive definite, 92
composition of, 96
dominating another, 94
for A, 92
for B, 92
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GNS-module of, 63
Stinespring construction for, 63
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normal completely positive, 65

GNS-construction for, 65
Markov property, 167
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Banach, 36
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representation of, 38
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operator
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second quantization
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unitary, 23
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tensor product of, 318
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S–representation of, 315

polar decomposition, 39
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process, P, 250

adapted, A, 251
product subsystem, 171

generated by a subset of units, 176
product system, 171

associated with the full Fock module,
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discrete, 173
endomorphism of

and local cocycles, 187
from E0–semigroup, 225
from transition expectations, 237
GNS-system

of a CP-semigroup, 184
of a CPD-semigroup, 181

index of, 244
isomorphism of, 171
morphism of, 171

continuous, 190
possibly unbounded, 212

of B(G)–modules, 173
central product subsystem of, 173

subsystem, 171
time ordered, 173

morphism of, 212
order structure of morphisms, 222
projection morphism of, 214

trivial, 171

type I, 176, 217
and the CE-generator, 219
GNS-system, 177
time ordered Fock module, 177, 217

type II, 243
and central units, 243

projection, 21
associated with a quasi orthonormal

system, 50
in a pre–C∗–algebra, 290
of norm 1 on a (pre–)C∗–algebra, 82
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QED-module, 336, 340
quantum probability, 1–3

quantum stochastic calculus, 245
quantum probability space, 81
quantum stochastic calculus, 245

on boolean Fock module, 270
on boolean Fock space, 270
on full Fock module, 249

in the case B = B(G), 269
on full Fock space, 269

quasi orthonormal system, 50
complete, 50

cardinality of, 50
existence of, 50
expansion according to, 51

orthonormal system, 50
projection associated with, 50

range ideal BE, 12
representation, 24

contractive, 24
non-degenerate, 24
normal, 293
of B–functionals, 45
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total, 24

right shift, 185

Schur product
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nals, 96
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completely positive definite

(CPD-), 96
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trivial, 165
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spectral algebra, 208
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square of white noise (SWN), 132
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renormalization of, 132

standard approximate unit, 290
Stinespring representation

of a von Neumann module, 55
of a pre-Hilbert module, 42
of operators on a pre-Hilbert module,

43
stochastic integral, 252

0–criterion, 263
Ito formula, 261

stochastic limit, 2, 323
collective operators, 325
for the non-relativistic QED-

Hamiltonian, 324
the QED-module, 340

one-particle sector of, 336
wave operator, 325

subset
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continuous, 188
CPD-semigroup associated with, 175
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tensor product
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operators on, 68–72
over B, 320

universal property of, 320
symmetric

of centered (pre-)Hilbert
modules, 128

of the SWN-module, 137
projection onto, 128
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operators on, 75–81
with a Hilbert space, 77
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time ordered product system, 173
time shift
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module, 114
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114
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Arveson system, 178
symmetric Fock space, 178

product system, 176, 217
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unit, 175
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119
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CPD-semigroup associated with, 121
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totalizing subset of, 176
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vector
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von Neumann module, 48, 344–345
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Hahn-Banach theorem for, 53
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self-duality of, 52
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Stinespring representation of, 55
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strongly total subset of, 53
two-sided, 55

over B(G), 56
criterion for, 55
derivation with values in, 287
tensor product of, 73

weak dilation, 167
from dilation, 230
on a (pre-)Hilbert module, 169
on the one-sided inductive limit, 183

weak Markov flow, 167
on a (pre-)Hilbert module, 169
on the one-sided inductive limit, 183
weak Markov quasiflow, 167

essential, 202
isomorphism of, 199
maximal, 201
minimal, 201
morphism of, 199
time shifted, 199

white noise, 165
and central units, 186


