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Abstract

Christensen and Evans showed that, in the language of Hilbert modules, a bounded
derivation on a von Neumann algebra with values in a two-sided von Neumann module
(i.e. a sufficiently closed two-sided Hilbert module) are inner. Then they use this result
to show that the generator of a normal uniformly continuous completely positive (CP-)
semigroup on a von Neumann algebra decomposes into a (suitably normalized) CP-part
and a ∗–derivation. The backwards implication is left open.

In these notes we show that both statements are equivalent among themselves and
equivalent to a third one, namely, that any type I tensor product system of von Neu-
mann modules has a unital central unit. From existence of a central unit we deduce
that each such product system is isomorphic to a product system of time ordered Fock
modules. We, thus, find the analogue of Arveson’s result that type I product systems
of Hilbert spaces are symmetric Fock spaces.

On the way to our results we have to develop a number of tools interesting on their
own. Inspired by a very similar notion due to Accardi and Kozyrev, we introduce
the notion of semigroups of completely positive definite kernels (CPD-semigroups),
being a generalization of both CP-semigroups and Schur semigroups of positive definite
C–valued kernels. The structure of a type I system is determined completely by its
associated CPD-semigroup and the generator of the CPD-semigroup replaces Arveson’s
covariance function. As another tool we give a complete characterization of morhisms
among product systems of time ordered Fock modules. In particular, the concrete form
of the projection endomorphisms allows us to show that subsystems of time ordered
systems are again time ordered systems and to find a necessary and sufficient criterion
when a given set of units generates the whole system. As a byproduct we find a couple of
characterizations of other subclasses of morphisms. We show that the set of contractive
positive endomorphisms are order isomorphic to the set of CPD-semigroups dominated
by the CPD-semigroup associated with the type I system.

∗This work has been supported by a DAAD-DST Project based Personnel exchange Programme
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1 Introduction

Arveson’s tensor product systems of Hilbert spaces [Arv89] (Arveson systems, for short) arise

in the theory of E0–semigroups on B(G) where G is some Hilbert space. They consist of

a family H ⊗̄ =
(
Ht

)
t∈R+

of Hilbert spaces Ht such that Hs ⊗̄ Ht = Hs+t in an associative

way (plus some measurability conditions). The most important notion for Arveson systems

is that of a unit h⊗ =
(
ht

)
t∈R+

consisting of vectors ht ∈ Ht such that hs ⊗ ht = hs+t (plus

some measurability conditions). The most prominent example of such an Arveson system

is the symmetric Fock space, more precisely, the family Γ⊗(H) of symmetric Fock spaces

Γ(L2([0, t], H)) for some Hilbert space H. The units of Γ⊗(H) are precisely the exponential

vectors ψ(II [0,t]h) possibly times a renormalizing factor etc (c ∈ C). The symmetric Fock space

has the property to be spanned by tensor product of such units. Arveson defines a product

system with this property to be a type I system and he shows that every type I system is

isomorphic to Γ⊗(H) for a suitable H.

In these notes we show the analogue result for product systems of Hilbert modules (more

precisely, of von Neumann modules). Throughout these notes let B be a unital C∗–algebra.

Product systems of Hilbert B–B–modules were discovered in dilation theory of a completely

positive semigroup (a CP-semigroup for short) in Bhat and Skeide [BS00]. Meanwhile, we

have also a construction of product systems starting from E0–semigroups on some algebra

Ba(E) of adjointable operators on a Hilbert module; see Skeide [Ske02]. A product system

E¯ =
(
Et

)
t∈R+

consists of (pre-)Hilbert B–B–modules Et which compose (associatively) as

Es ¯ Et = Es+t under (interior) tensor product of two-sided Hilbert modules, and a unit is

a family ξ¯ =
(
ξt

)
t∈R+

of elements ξt ∈ Et which composes as ξs ¯ ξt = ξs+t.

The symmetric Fock space is canonically isomorphic to the time ordered Fock space (i.e.

the Guichardet picture). As shown in [BS00] it is this picture which can be generalized to

Hilbert modules. The (continuous) units for the time ordered Fock module are considerably

more complicated, but still can be computed explicitly (see Liebscher and Skeide [LS01]) and

generate the time ordered Fock module in a suitable sense.

Now it makes sense to ask, whether all product systems generated by their units are time

ordered Fock modules. However, unlike for Hilbert spaces (where strong and weak totality

of some subset are the same, so that we do not need to distinguish topologies) in a Hilbert

module there are several topologies, and the answer to our question depends very much on

the topology in which what the units generate algebraically is closed. As one of our main

results, we find an affirmative answer, if we use the strong topology of von Neumann modules

(as introduced in Skeide [Ske00a]).

The crucial step is to establish the equivalence of the results by Christensen and Evans

[CE79] on the generator of a normal uniformly continuous CP-semigroup on a von Neumann

algebra and the fact that product systems of von Neumann modules which have a continuous
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unit always have also a (continuous) central unit (i.e. the members ξt of the unit commute

with the elements of the algebra). Example 4.2.4 describes a product system of Hilbert

modules generated by a single continuous unit, but without any central unit. It cannot be

a time ordered Fock module, because these alwas have a central unit, namely, the vacuum

unit. Therefore, we may not hope that our result generalizes to all product systems of

Hilbert modules. (We know, however, from [Ske01c] that it generalizes under the assumption

of existence of a central unit.)

On our way we have to establish several interesting tools. The main tool in [Arv89] was

the so-called covariance function, i.e. a conditionally positive definite kernel defined on the

set of units of an Arveson system which we obtain by differentiating the semigroup 〈gt, g
′
t〉

(for some units g⊗, g′⊗) at t = 0. What is the substitute for modules? The matrix elements

〈ξt, ξ
′
t〉, in general, will not form a semigroup. However, if we consider instead the mapping

Tξ,ξ′
t : b 7→ 〈ξt, bξ

′
t〉, then the definition of units (and the tensor product) is born to make

Tξ,ξ′ =
(
Tξ,ξ′

t

)
t∈R+

a semigroup. The right notion of positivity for such a kernel is completely

positive definiteness. The idea to consider semigroups of completely positive definite kernels

(CPD-semigroups for short) is inspired very much by a new idea from the paper [AK01] by

Accardi and Kozyrev. If a product system is generated by its units, then its structure is

determined completely by the structure of its associated CPD-semigroup. The substitute for

Arveson’s covariance function is just the generator of the CPD-semigroup.

Whereas for Arveson systems the structure of the covariance function is well-known and

easy to derive, in our case we do not know immediately the form of the generator. Only

after passing through the theory it turns out that it has a form which generalizes that

of the Christensen-Evans generator of CP-semigroups to CPD-semigroups. This drops out

immediately, when we know existence of a central unit. In order to derive both existence of

a central unit (from [CE79]) and that product systems of von Neumann modules generated

by their units are time ordered Fock modules we have to master the problem whether a

subsystem of a time ordered system is all, and if not how it looks like. We solve this problem

with the help of our second main tool, namely, a complete characterization of morphisms

among time ordered systems, in particular, of projection morphisms.

These notes are organized as follows. In Chapter 2 we start with preliminaries from ear-

lier papers. In Section 2.1 we collect the most important definitions and constructions. In

particular, we define von Neumann modules from [Ske00a] which is not a standard definition.

In Section 2.2 we recall quickly the exterior tensor product. (The extensions to von Neumann

modules are not standard, and we need them in Appendix B.) Then we use it to define ma-

trices of Hilbert modules which provide the basic technique to deal with completely positive

definite kernels. In Section 2.3 we recall the definition of the time ordered Fock module and

repeat its basic properties from [BS00, LS01].

In Chapter 3 we define completely positive definite kernels and semigroups of such and
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study their basic properties. We state what we can say about the generator without using

product systems. In order to give an impression what we have to expect later on, we di-

cuss in Section 3.5 the CPD-semigroup associated with the time-ordered Fock modules and

conjecture from its generator a theorem about the form of the generators paralleling the

Christensen-Evans form of the generator of a CP-semigroup.

After these lengthy preparations we come to product systems in Chapter 4. After the

definition in Section 4.1 we show in Section 4.2 that with each set of units in product system

there is associated a natural CPD-semigroup. We explain that a set of units generates a

subsystem and use this to define type I product systems (splitting into several cases depending

on several topologies). In Section 4.3 we reverse the direction and starting from a CPD-

semigroup we construct a product system, the GNS-system of the CPD-semigroup, with a

set of units, giving us back the original CPD-semigroup. In the following chapters we are

interested only in uniformly continuous CPD-semigroups. In Section 4.4 we study in how

far continuity properties of the CPD-semigroup are reflected by those of the units in the

GNS-system.

While Chapter 4 was still at a rather general level, in Chapter 5 we point directly to our

main goal. In Section 5.1 we show that existence of a central unit among a continuous set

of units assures that the generator of the associated CPD-semigroup has Christensen-Evans

form. In Section 5.2 we study morphisms of time ordered Fock modules. In Section 5.3 we

use the concrete form of the projection morphisms to provide a criterion which allows to

decide, whether a (continuous) set of units generates a time ordered system of von Neumann

modules and, if not, how the generated subsystem looks like. The idea taken from Bhat

[Bha01] is, roughly speaking, that if the subsystem generated by a set of units is not all, then

there should exists a non-trivial projection morphism onto the subsystem. In Section 5.4 we

put together our results and those by Christensen-Evans [CE79] and obtain very quickly our

main result.

As a bonus we obtain that the result about derivations is equivalent to existence a central

unital unit in the GNS-system of a uniformly continuous normal CPD-semigroup. This raises

the question for a direct proof of existence of a central unit, thus, providing a different proof

of [CE79]. In Chapter 6 we outline these and other possible directions for future work on

product systems.

In Appendix A we extend the analysis of morphisms from Section 5.2. We describe the

order structure of positive morphisms and, in particular, of the contractive morphisms. In

Appendix B we follow an idea from [AK01], and encode the information on the GNS-system

of a CPD-semigroup into a single CP-semigroup on a (much) bigger algebra. In Appendix

C we recall the results from [CE79], but entirely in the language of Hilbert modules which

is — and we hope that these notes demonstrate this — much better adapted to problems

concerning general von Neumann algebras.
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Let us close with some general conventions and a defintion. In the course of our investi-

gations it is convenient (and sometimes also necessary) to distinguish pre-Hilbert modules,

Hilbert modules (i.e. complete pre-Hilbert modules) and von Neumann modules (i.e. strongly

closed submodules of some B(G,H)). Consequently, we have to distinguish clearly the sev-

eral versions of product systems, tensor products, and so on. Tensor products ⊗,¯ are

understood algebraically. If we want to complete, then we write ⊗̄ , ¯̄ . Strong closures (in a

space of operators) are indicated by a superscript s. We use the same conventions for direct

sums. An exception of this convention are Fock modules, which usually are assumed norm

complete, because usually it is not reasonable to consider algebraic versions. Where algebraic

Fock modules appear, we indicate them by F , IΓ, and so on. The action of an algebra on a

module is always non-degenerate. A representation by operators on a module need not be

non-degenerate.

By S(R+, B) we denote the space of step functions on R+ with values in the normed space

B, whereas L2–spaces of functions with values in a Hilbert module are defined in Section 2.2.

Usually, we are interested in R+ as indexing set for a semigroup, but sometimes we

consider also the discrete case N0. If we do not distinguish we write T. Throughout the

isomorphic lattices It and Jt are important. Let t > 0 in T. We define It as the set of all

tuples
{
(tn, . . . , t1) ∈ Tn : n ∈ N, t = tn > . . . > t1 > 0

}
. Clearly, It is a lattice partially

ordered by “inclusion” with “union” and “intersection” of tuples being the unique maximum

and minimum, respectively. We define Jt to be the set of all tuples t = (tn, . . . , t1) ∈ Tn

(n ∈ N, ti > 0) having length

|t| :=
n∑

i=1

ti = t.

For two tuples s = (sm, . . . , s1) ∈ Js and t = (tn, . . . , t1) ∈ Jt we define the joint tuple

s ` t ∈ Js+t by

s ` t = ((sm, . . . , s1), (tn, . . . , t1)) = (sm, . . . , s1, tn, . . . , t1).

We equip Jt with a partial order by saying t ≥ s = (sm, . . . , s1), if for each j (1 ≤ j ≤ m)

there are (unique) sj ∈ Jsj
such that t = sm ` . . . ` s1. We extend the definitions of It

and Jt to t = 0, by setting I0 = J0 = {()}, where () is the empty tuple. For t ∈ Jt we put

t ` () = t = () ` t. The mapping (tn, . . . , t1) 7→
( n∑

i=1

ti , . . . ,
1∑

i=1

ti

)
is an order isomorphism

Jt → It so that also Jt is a lattice.

2 Preliminaries

2.1 Von Neumann modules, tensor product and GNS-construction

For basics about Hilbert modules over C∗–algebras we refer the reader to [Pas73, Lan95,

Ske00a, BS00]. A complete treatment adapted precisely to our needs with full proofs of
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all statements can be found in [Ske01a]. We recall only that for us Hilbert B–modules

are right B–modules with a (strictly positive) B–valued inner product, right B–linear in its

right variable. Hilbert A–B–modules are Hilbert B–modules where A acts non-degenerately

as a C∗–algebra of right module homomorphisms. In particular, if A is unital, the unit

of A acts as unit. The C∗–algebra of adjointable mappings on a Hilbert module E we

denote by Ba(E). By Ba,bil(E) we denote the bilinear mappings, which we also call two-

sided. Using similar notations also for mappings between Hilbert modules, without mention

we identify E ⊂ Ba(B, E) (where x ∈ E is the mapping b 7→ xb) and E∗ ⊂ Ba(E,B)

(where x∗ : y 7→ 〈x, y〉 is the adjoint of x). Consequently, xy∗ is the rank-one operator

z 7→ x〈y, z〉. Recall that by definition Hilbert modules are complete with respect to their

norm ‖x‖ =
√
‖〈x, x〉‖. Otherwise, we speak of pre-Hilbert modules. In this case Ba(E) is

only a pre–C∗–algebra. The strong topology is that of operators on a normed or Banach space.

The ∗–strong topology on an involutive space of operators on a normed or Banach space is

the topology generated by the strong topology and by the strong topology for the adjoints.

(When restricted to bounded subsets of Ba(E) this is the strict topology; see [Lan95].)

Another topology on E is the B–weak topology which is generated by the seminorms ‖〈x, •〉‖
(x ∈ E).

The following observation provides a method to establish well-definedness of certain op-

erators (defined by giving the values on a generating subset) without showing contractivity.

(In fact, it works also for unbounded operators.) It can hardly be overestimated.

2.1.1 Observation. If a B–valued inner product on an A–B–module E fails to be strictly

positive (i.e. 〈x, x〉 = 0 does not necessarilly imply x = 0), then by the Cauchy-Schwarz

inequality

〈x, y〉〈y, x〉 ≤ ‖〈y, y〉‖ 〈x, x〉 (2.1.1)

we may divide out the submodule NE = {x ∈ E : 〈x, x〉 = 0} of length-zero elements and

obtain a pre-Hilbert A–B–module. It is important to notice that any adjointable operator

(bounded or not) on E respects NE and, therefore, gives rise to an adjointable operator on

E/NE. As a simple consequence we find that a mapping defined on a subset of E which gen-

erates E as right module extends to a well-defined mapping on E, if it is formally adjointable

on the generating subset.

2.1.2 Definition. The (interior) tensor product (over B) of the pre-Hilbert A–B–module E

and the pre-Hilbert B–C–module F is the pre-Hilbert A–C–module E ¯ F = E ⊗ F/NE⊗F

where E⊗F is equipped with inner product defined by setting 〈x⊗y, x′⊗y′〉 = 〈y, 〈x, x′〉y′〉.
If B is unital, then we identify always E ¯B and E (via x¯ b = xb), and we identify always

B¯F and F (via b¯y = by). If B is non-unital, then we may identify at least the completions.

Particularly interesting is the tensor product H = E ¯ G of a pre-Hilbert A–B–module

E and a pre-Hilbert space G on which B is represented non-degenerately (so that G is a
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pre-Hilbert B–C–module). It follows that H is a pre-Hilbert A–C–module, i.e. a pre-Hilbert

space with a representation ρ of A by (adjointable) operators on H. We refer to ρ as the

Stinespring representation of A (associated with E and G); cf. Remark 2.1.5.

To each x ∈ E we associate an operator Lx : G → H, g 7→ x ¯ g in Ba(G,H). We refer

to the mapping η : x 7→ Lx as the Stinespring representation of E (associated with G). If the

representation of B on G is faithful (hence, isometric), then so is η. More precisely, we find

L∗xLy = 〈x, y〉 ∈ B ⊂ Ba(G). We also have Laxb = ρ(a)Lxb so that we may identify E as a

concrete A–B–submodule of Ba(G,H).

In particular, if B is a von Neumann algebra on a Hilbert space G, then we consider E

always as a concrete subset of B(G, E ¯̄ G). We say E is a von Neumann B–module, if it is

strongly closed in B(G, E ¯̄ G). If also A is a von Neumann algebra, then a von Neumann

A–B–module E is a pre-Hilbert A–B–module and a von Neumann B–module such that the

Stinespring representation ρ of A on E ¯̄ G is normal.

2.1.3 Remark. The (strong closure of the) tensor product of von Neumann modules is again

a von Neumann module. Left multiplication by an element of A is a strongly continuous

operation on E. The ∗–algebra Ba(E) is a von Neumann subalgebra of B(E ¯̄ G).

One may easily show that if B = B(G) then E = B(G,H) and Ba(E) = B(H). If E is a

von Neumann B(G)–B(G)–module, then H = G ⊗̄ H and E = Ba(G, G ⊗̄ H) = B(G) ⊗̄s H

where H is a Hilbert space, Arveson’s Hilbert space of intertwiners of the left and right

multiplication. In other words, H = CB(G)(E), where generally CB(E) = {x ∈ E : bx =

xb(b ∈ B)} is the B–center of a B–B–module.

2.1.4 Remark. Von Neumann modules are self-dual. Consequently, each bounded right

linear mapping on (or between) von Neumann modules is adjointable and von Neumann

modules are complementary (i.e. for any von Neumann submodule F of a pre-Hilbert module

E there exists a projection p ∈ Ba(E) onto F ). We refer to [Ske00a, Ske01a] for details.

For any element ξ in a pre-Hilbert A–B–module E, the mapping a 7→ 〈ξ, aξ〉 is completely

positive. (The axioms of Hilbert modules are quasi modelled to have this property.) Con-

versely, if T : A → B is a completely positive mapping between unital C∗–algebras, then by

setting 〈a⊗ b, a′ ⊗ b′〉 = b∗T (a∗a′)b′ we define an inner product on the A–B–module A⊗ B.

Set E = A ⊗ B/NA⊗B and ξ = 1 ⊗ 1 + NA⊗B. Then T (a) = 〈ξ, aξ〉 and E = spanAξB.

We refer to the pair (E, ξ) as the GNS-construction for T and to E as the GNS-module with

cyclic vector ξ. The GNS-construction is determined by the stated properties up to two-sided

isomorphism. If T is a normal mapping between von Neumann algebras, then E
s

is a von

Neumann A–B–module.

2.1.5 Remark. Assume that B is represented faithfully on a (pre-)Hilbert space G and let

us construct the Stinespring representation ρ of A as described above. Then T (a) = 〈ξ, aξ〉 =

8



L∗ξLaξ = L∗ξρ(a)Lξ so that ρ with the cyclic mapping Lξ ∈ Ba(G,H), indeed, coincides with

the usual Stinespring construction.

The most important advantage of considering GNS-constructions of completely positive

mappings instead of Stinespring constructions appears, if we consider compositions.

2.1.6 Example. Let T : A → B and S : B → C be completely positive mappings with GNS-

modules E and F and with cyclic vectors ξ and ζ, respectively. Then we have S ◦ T (a) =

〈ξ ¯ ζ, aξ ¯ ζ〉 (so that S ◦ T is completely positive). Let G be the GNS-module of the

composition S ◦ T with cyclic vector χ. Then the mapping

χ 7−→ ξ ¯ ζ

extends (uniquely) as a two-sided isometric homomorphism G → E ¯ F . Observe that

E ¯ F = span(AξB ¯ BζC) = span(Aξ ¯ BζC) = span(AξB ¯ ζC). By the above isometry

we may identify G as the submodule span(Aξ ¯ ζC) of E ¯ F . In other words, inserting a

unit 1 in χ = ξ ¯ ζ in between ξ and ζ amounts to an isometry. Varying, instead, b ∈ B in

ξb¯ ζ = ξ ¯ bζ, we obtain a set which generates all of E ¯ F .

This operation is crucial in the construction of tensor product systems. We explain

immediately, why the Stinespring construction cannot do the same job. Suppose that B and

C are algebras of operators on some pre-Hilbert spaces. Then, unlike the GNS-construction,

the knowledge of the Stinespring construction for the mapping T does not help in finding

the Stinespring construction for S ◦ T . What we need is the Stinespring construction for

T based on the representation of B arising from the Stinespring construction for S. The

GNS-construction, on the other hand, is representation free. It is sufficient to do it once for

each completely positive mapping. Yet in other words, we can formulate as follows.

2.1.7 Functoriality. A pre-Hilbert A–B–module E is a functor sending (non-degenerate)

representations of B on F to (non-degenerate) representations of A on E ¯ F , and the

composition of two such functors is the tensor product. The Stinespring construction is a

dead end for this functoriality.

We close quoting some results about positivity of operators on a pre-Hilbert module.

2.1.8 Definition. We say a linear operator a on a pre-Hilbert B–module E is positive, if

〈x, ax〉 ≥ 0 for all x ∈ E. In this case (by linearity and polarization) a is adjointable.

Of course, a∗a is positive, if a∗ exists. The following Lemma due to Paschke [Pas73] shows

that for a ∈ Ba(E) this definition of positivity is compatible with the C∗–algebraic definition.

An elegant proof can be found in [Lan95].

2.1.9 Lemma. Let E be a pre-Hilbert B–module and let a be a bounded B–linear mapping

on E. Then the following conditions are equivalent.
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1. a is positive in the C∗–algebra Ba(E).

2. a is positive according to Definition 2.1.8.

Notice that if E is complete, then it is sufficient to require just that a is B–linear, because

a is closed and, therefore, bounded. A similar argument allows to generalize a well-known

criterion for contractivity to pre-Hilbert modules.

2.1.10 Lemma. A positive operator a on E is a contraction, if and only if

〈x, ax〉 ≤ 〈x, x〉 (2.1.2)

for all x ∈ E.

Proof. Of course, a positive contraction fulfills (2.1.2). Conversely, let us assume that a ≥ 0

fulfills (2.1.2). By positivity, (x, y)a = 〈x, ay〉 is a (semi-)inner product. In particular, by

Cauchy-Schwartz inequality (2.1.1) we have ‖(y, x)a(x, y)a‖ ≤ ‖(x, x)a‖ ‖(y, y)a‖, hence,

‖〈x, ay〉‖2 ≤ ‖〈x, ax〉‖ ‖〈y, ay〉‖ ≤ ‖〈x, x〉‖ ‖〈y, y〉‖ ,

i.e. ‖a‖ ≤ 1.

2.2 Exterior tensor product and matrices of Hilbert modules

Matrices with entries in a Hilbert module are a crucial tool in these notes. Like L2–spaces

of functions with values in a Hilbert module they can be understood most easily as very

particular examples of exterior tensor products. In Appendix B we need the properties of

exterior tensor products in full generality.

The exterior tensor product is based on the observation that the (vector space) tensor

product E1⊗E2 of a pre-Hilbert Bi–modules Ei (i = 1, 2) is a B1⊗B2–module in an obvious

way. It is not difficult to show that the sesquilinear mapping on E1⊗E2, defined by setting

〈x⊗ y, x′ ⊗ y′〉 = 〈x, x′〉 ⊗ 〈y, y′〉, (2.2.1)

is positive, i.e. an inner product. It is even more easy (see [Ske98]) to see that it is strictly

positive, so that the E1⊗E2 is a pre-Hilbert B1⊗B2–module over the pre–C∗–algebra B1⊗B2

equipped with whatever cross C∗–norm. In practise, we consider only the spatial C∗–norm

on the tensor product. Observe that, if we want to complete B1 ⊗ B2, then we must, in

general, complete also E1 ⊗ E2.

If Ei are pre-HilbertAi–Bi–modules, then E1⊗E2 is a pre-HilbertA1⊗A2–B1⊗B2–module

and the representation of A1 ⊗A2 on E1 ⊗ E2 is a contraction for the spatial norm (hence,

for all norms) on A1⊗A2. Moreover, if the representations of Ai on Ei are faithful, then the
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representation of A1⊗A2 is an isometry for the spatial norm. One easily checks the property

(E1 ⊗ E2)¯ (F1 ⊗ F2) = (E1 ¯ F1)⊗ (E2 ¯ F2). (2.2.2)

If Ei are von Neumann Ai–Bi–submodules of B(Gi, Ei ¯̄ Gi), then the strong closure of

E1⊗E2 in B(G1, E1 ¯̄ G1) ⊗̄s B(G2, E2 ¯̄ G2) = B(G1 ⊗̄G2, (E1 ¯̄ G1) ⊗̄ (E2 ¯̄ G2)) is a von

Neumann A1 ⊗̄s A2–B1 ⊗̄s B2–module and the Stinespring representation ρ of A1 ⊗̄s A2 on

(E1 ¯̄ G1) ⊗̄ (E2 ¯̄ G2) is, indeed, just the tensor product of the Stinespring representations ρi

of Ai. In particular, we have Ba(E1 ⊗̄s E2) = Ba(E1) ⊗̄s Ba(E2) (as von Neumann algebras).

See [Ske01a] for details.

For a Hilbert module E and a measure space M we define L2(M,E) = E ⊗̄ L2(M). For

a von Neumann A–B–module E we define the von Neumann A ⊗̄s B(L2(M))–B–module

L2,s(M, E) = E ⊗̄s L2(M).

For some Hilbert spaces G,H the space B(G,H) is a von Neumann B(H)–B(G)–module

with inner product 〈L,M〉 = L∗M and the obvious module operations. In particular, the

n ×m–matrices Mnm = B(Cm,Cn) are von Neumann Mn–Mm–modules. One easily checks

that Mn` ¯M`m = Mnm where X ¯ Y = XY gives the canonical identification.

By Mnm(E) = E ⊗Mnm we denote the spaces of n ×m–matrices with entries in a pre-

Hilbert A–B–module. By construction Mnm(E) is a pre-Hilbert Mn(A)–Mm(B)–module. It

is complete and strongly closed, if and only if E is complete and strongly closed, respectively.

Mnm(E) consists of matrices X =
(
xki

)
whose inner product is

〈X, Y 〉ij =
n∑

k=1

〈xki, ykj〉.

An element of Mm(B) acts from the right on the right index and an element of Mn(A) acts

from the left on the left index of X in the usual way. Considering E as pre-Hilbert Ba(E)–B–

module and making use of matrix units for Mn(Ba(E)), one easily shows that Ba(Mnm(E)) =

Mnm(Ba(E)). From (2.2.2) we conclude that Mn`(E) ¯ M`m(F ) = Mnm(E ¯ F ) where(
X¯Y

)
i,j

=
∑
k

xik¯ykj gives the canonical identification. In particular, for square matrices

we find Mn(E)¯Mn(F ) = Mn(E ¯ F ).

Conversely, let Enm be a pre-Hilbert Mn(A)–Mm(B)–module. For simplicity, assume that

A,B are unital (otherwise use approximate units) and define Qi as the matrix in Mn(A) with

1 in the i–th place in the diagonal. Pi ∈ Mm(B) is defined analogously. Then all submodules

QiEnmPj are isomorphic to the same pre-Hilbert A–B–module E and Enm = Mnm(E). (Each

of these entries QiEnmPj takes its A–B–module structure by embedding A and B into that

unique place in the diagonal of Mn(A) and Mm(B), respectively, where it acts non-trivially.

The isomorphism between two entries can be constructed with the help of matrix units in

Mn, Mm.)
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Special forms are En = Mn1(E) and En = M1n(E). Both consist of elements X =

(x1, . . . , xn) (xi ∈ E). However, the former is an Mn(A)–B–module with inner product

〈X,Y 〉 =
∑
i

〈xi, yi〉 and Ba(En) = Mn(Ba(E)) (it is just the n–fold direct sum over E),

whereas, the latter is an A–Mn(B)–module with inner product 〈X, Y 〉i,j = 〈xi, yi〉 and

Ba(En) = Ba(E). Observe that En ¯ F n = E ¯ F , whereas, En ¯ Fm = Mnm(E ¯ F ).

Let us set X =
(
δijxi

) ∈ Mn(E) for some xi ∈ E (i = 1, . . . , n), and Y correspondingly.

Then the mapping T : Mn(A) → Mn(B), defined by setting T (A) = 〈X,AY 〉 acts matrix-

element-wise on A, i.e. (
T (A)

)
ij

= 〈xi, aijyj〉.
In particular, if Y = X, then T is completely positive. T (A) may be considered as the Schur

product of the matrix T of mappings 〈xi, •yj〉 : A → B and the matrix A of elements aij ∈ A.

If S is another mapping coming in a similar manner from diagonal matrices X ′, Y ′ with

entries in a pre-Hilbert B–C–module F , then we find as in Example 2.1.6 that the Schur

composition of S ◦ T of the mappings T and S (i.e. the pointwise composition) is given by

S ◦ T (A) = 〈X ¯X ′, AY ¯ Y ′〉.

This observation is crucial for the analysis of CPD-semigroups in Chapter 3.

2.3 The time ordered Fock module

2.3.1 Definition. Let B be a unital C∗–algebra and let E be a (pre-)Hilbert B–B–module.

Then the full Fock module F(E) over E is the completion of the pre-Hilbert B–B–module

F(E) =
∞⊕

n=0

E¯n

where E¯0 = B and ω = 1 ∈ B = E¯0 is the vacuum. If B is a von Neumann algebra, then

by F s(E) we denote the von Neumann B–B–module obtained by strong closure of F(E).

2.3.2 Definition. For any contraction T ∈ Ba,bil(E) we define its second quantization

F(T ) =
⊕

n∈N0

T¯n ∈ Ba(F(E)) (T¯0 = id).

2.3.3 Example. Let F be a two-sided Hilbert module. One of the most important full Fock

modules is F(L2(R, F )). The time shift St in Ba,bil(L2(R, F )) for some Hilbert B–B–module F

is defined by setting [Stf ](s) = f(s− t). The corresponding second quantized time shift F(St)

gives rise to the time shift automorphism group S on Ba
(F(L2(R, E))

)
, defined by setting

St(a) = F(St)aF(St)
∗.

F(St) is B–B–linear so that S leaves invariant B ⊂ Ba
(F(L2(R, E))

)
and it is strongly

continuous.
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As the name tells us, the construction of the time ordered Fock module is connected with

the time structure of its one-particle sector L2(R, F ). We take this into account by speaking

of the time ordered Fock module over F rather than over L2(R, F ). Additionally, we are

interested mainly in the real half-line R+ and include also this in the definition.

2.3.4 Definition. By ∆n we denote the indicator function of the subset
{
(tn, . . . , t1) : tn >

. . . > t1
}

of Rn. Let B be a unital C∗–algebra, let F be a Hilbert B–B–module and set

E = L2(R, F ) and EK = L2(K, F ) for any measurable subset K of R. Then ∆n acts as

a projection on E ¯̄ n = L2(Rn, F ¯̄ n). We call the range of ∆n applied to E ¯̄ n (or some

submodule) the time ordered part of E ¯̄ n (or of this submodule).

The time ordered Fock module over F is

IΓ(F ) =
∞⊕

n=0

∆nE
¯̄ n = ∆F(ER+) ⊂ F(ER+)

where ∆ =
∞⊕

n=0

∆n is the projection onto the time ordered part of F(E). The extended time

ordered Fock module is ĬΓ(F ) = ∆F(E). We use the notations IΓt(F ) = ∆F(E[0,t)) (t ≥ 0)

and IΓK(F ) = ∆F(EK) (K a measurable subset of R). If B is a von Neumann algebra on a

Hilbert space G, then we indicate the strong closure by IΓs(F ), and so on.

The algebraic time ordered Fock module is IΓ(F ) = ∆F(S(R+, F )) (where S denotes the

step functions and F maybe only a pre-Hilbert module). Observe that IΓ(F ) is not a subset

of F(S(R+, F )) (unless F ¯ F is trivial).

Definition 2.3.4 and the factorization in Theorem 2.3.6 are due to [BS00]. The time

ordered Fock module is a straightforward generalization to Hilbert modules of the Guichardet

picture of the symmetric Fock space [Gui72] and the generalization to the higher-dimensional

case discussed by Schürmann [Sch93] and Bhat [Bha98].

2.3.5 Observation. The time shift S leaves invariant the projection ∆ ∈ Ba(F(E)). It fol-

lows that S restricts to an automorphism group on Ba(ĬΓ(F )) and further to an E0–semigroup

Ba(IΓ(F )) (of course, both strongly continuous and normal in the case of von Neuman mod-

ules).

The following theorem is the analogue of the well-known factorization Γ(L2([0, s + t])) =

Γ(L2([t, s + t]))⊗ Γ(L2([0, t])) of the symmetric Fock space. However, in the theory of prod-

uct systems, be it of Hilbert spaces in the sense of Arveson [Arv89] or of Hilbert modules

in the sense of Chapter 4 (of which the time ordered Fock modules are to be the most

fundamental examples), we put emphasis on the length of intervals rather than on their

absolute position on the half line. (We comment on this crucial difference in [BS00, Obser-

vation 4.2].) Therefore, we are more interested to write the above factorization in the form

Γ(L2([0, s+t])) = Γ(L2([0, s]))⊗Γ(L2([0, t])), where the first factor has first to be time shifted
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by t. Adopting this way of thinking (where the time shift is encoded in the tensor product)

has enormous advantages in many formulae. We will use it consequently throughout. Ob-

serve that, contrary to all good manners, we write the future in the first place and the past

in the second. This order is forced upon us and, in fact, we will see in Remark 2.3.10 that

the order is no longer arbitrary for Hilbert modules.

2.3.6 Theorem. [BS00]. The mapping ust, defined by setting

[ust(Xs ¯ Yt)](sm, . . . , s1, tn, . . . , t1) = [F(St)Xs](sm, . . . , s1)¯ Yt(tn, . . . , t1)

= Xs(sm − t, . . . , s1 − t)¯ Yt(tn, . . . , t1), (2.3.1)

(s+ t > sm ≥ · · · ≥ s1 ≥ t > tn ≥ · · · ≥ t1 ≥ 0, Xs ∈ ∆mE¯m
[0,s], Yt ∈ ∆nE

¯n
[0,t] extends as a two-

sided isomorphism IΓs(F )¯ IΓt(F ) → IΓs+t(F ). It extends further to two-sided isomorphisms

IΓs(F ) ¯̄ IΓt(F ) → IΓs+t(F ) and IΓs
s(F ) ¯̄ s IΓs

t(F ) → IΓs
s+t(F ), respectively. Moreover,

ur(s+t)(id¯ust) = u(r+s)t(urs ¯ id).

2.3.7 Observation. Letting in the preceding computation formally s → ∞, we see that

(2.3.1) defines a two-sided isomorphism ut : IΓ(F )¯IΓt(F ) → IΓ(F ). We have us+t(id¯ust) =

ut(us¯id). In the sequel, we no longer write ust nor ut and just use the identifications IΓs(F )¯
IΓt(F ) = IΓs+t(F ) and IΓ(F ) ¯ IΓt(F ) = IΓ(F ). Notice that in the second identification

St(a) = a ¯ idIΓt(F ) ∈ Ba(IΓ(F ) ¯ IΓt(F )) = Ba(IΓ(F )). We explain this more detailed in a

more general context in Section 4.4.

In the symmetric Fock space we may define an exponential vector to any element in the

one-particle sector. In the time ordered Fock module we must be more careful.

2.3.8 Definition. For a step function x ∈ S(R+, F ) we define the exponential vector ψ(x) ∈
IΓ(F ) as

ψ(x) =
∞∑

n=0

∆nx
¯n

with x¯0 = ω. (Observe that if x has support [0, t] and ‖x(s)‖ ≤ c ∈ R+, then ‖∆nx
¯n‖2 ≤

tnc2n

n!
where tn

n!
is the volume of the set {(tn, . . . , t1) : t ≥ tn ≥ . . . ≥ t1 ≥ 0} so that ‖ψ(x)‖2 ≤

etc2 < ∞.)

Let t = (tn, . . . , t1) ∈ It, put t0 = 0, and let x =
n∑

i=1

ζiII [ti−1,ti). Then we easily check

ψ(x) = ψ(ζnII [0,tn−tn−1))¯ . . .¯ ψ(ζ1II [0,t1−t0)). (2.3.2)

2.3.9 Theorem. For all t ∈ [0,∞] the exponential vectors to elements x ∈ S([0, t], F ) form

a total subset of IΓt(F ).
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The proof goes very much along the lines for the symmetric Fock space. A detailed version

can be found in [Ske01a].

2.3.10 Remark. Obviously, the definition of the exponential vectors extends to elements

x ∈ L∞(R+, F ) ∩ L2(R+, F ). It is also not difficult to see that it makes sense for Bochner

square integrable functions x ∈ L2
B(R+, F ) ⊂ L2(R+, F ). (ψ(x) depends continuously on

x in L2
B–norm.) It is, however, unclear, whether it is possible to define ψ(x) for arbitrary

x ∈ L2(R+, F ). We can only say that if x ∈ E[0,s], y ∈ E[0,t] are such that ψ(x), ψ(y)

exist, then ψ(Stx⊕ y) = ψ(x)¯ ψ(y) exists, too. Observe that, in general, ψ(x)¯ ψ(y) and

ψ(y)¯ ψ(x) are very much different elements of IΓs+t(F ).

The exponential vectors ξt = ψ(ζII [0,t)) (ζ ∈ F ) play a distinguished role. They fulfill the

factorization

ξs ¯ ξt = ξs+t (2.3.3)

and ξ0 = ω. In accordance with Definition 4.2.1 we call such a family ξ¯ =
(
ξt

)
t∈R+

a

unit. Notice that Tt(b) = 〈ξt, bξt〉 defines a CP-semigroup on B (see Proposition 4.2.5).

Additionally, ψ(ζII [0,t)) depends continuously on t so that the corresponding semigroup is

uniformly continuous (cf. Theorem 4.4.12). We ask, whether there are other continuous

units ξ¯ than these exponential units. The answer is given by the following theorem from

[LS01].

2.3.11 Theorem. Let β ∈ B, ζ ∈ F , and let ξ0 =
(
ξ0
t

)
t∈R+

with ξ0
t = etβ be the uni-

formly continuous semigroup in B with generator β. Then ξ¯(β, ζ) =
(
ξt(β, ζ)

)
t∈R+

with the

component ξn
t of ξt(β, ζ) ∈ IΓt in the n–particle sector defined as

ξn
t (tn, . . . , t1) = ξ0

t−tnζ ¯ ξ0
tn−tn−1

ζ ¯ . . .¯ ξ0
t2−t1

ζξ0
t1

(2.3.4)

(and, of course, ξ0
t for n = 0), is a unit. Moreover, both functions t 7→ ξt ∈ IΓ(F ) and

the CP-semigroup T (β,ξ) with T
(β,ξ)
t = 〈ξt(β, ξ), •ξt(β, ξ)〉 are uniformly continuous and the

generator of T (β,ξ) is

b 7−→ 〈ζ, bζ〉+ bβ + β∗b. (2.3.5)

Conversely, let ξ¯ be a unit such that t 7→ ξt ∈ IΓ(F ) is a continuous function. Then

there exist unique β ∈ B and ζ ∈ F such that ξt = ξt(β, ζ) as defined by (2.3.4).

2.3.12 Remark. We see that T (β,ζ) has a generator of Christensen-Evans type; see Appendix

C.

2.3.13 Remark. The exponential units ψ(ζII [0,t)) correspond to ξt(0, ζ). We may consider

ξt(β, ζ) as ξ(0, ζ) renormalized by the semigroup etβ. This is motivated by the observation

that for B = C all factors e(ti−ti−1)β in (2.3.4) come together and give etβ. The other way
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round, in the noncommutative context we have to distribute the normalizing factor etβ over

the time intervals [ti−1, ti).

2.3.14 Observation. In the case of a von Neumann module F , the characterization of

continuous units in Theorem 2.3.11 remains true also, if we allow ξt to be in the bigger space

IΓs
t(F ). This follows, because the proof in [LS01] that continuous units must have the form

ξt(β, ζ) works as before.

2.3.15 Remark. Fixing a semigroup ξ0 and an element ζ in F , Equation (2.3.4) gives more

general units. For that it is sufficient to observe that ξ0 is bounded by Cect for suitable

constants C, c (so that ξn
t are summable). An example from [LS01] shows that we may not

hope to generalize Theorem 2.3.11 to units which are continuous in a weaker topology only.

On the other hand, this example also shows that there are interesting non-continuous units

(giving rise to strongly continuous CP-semigroups), although the time ordered Fock module

is spanned by its continuous units.

3 Kernels

Positive definite kernels on some set S with values in C (i.e. functions k : S × S → C such

that
∑
i,j

cik
σi,σjcj ≥ 0 for all choices of finitely many ci ∈ C, σi ∈ S) are well-established

objects. There are basically two important results on such kernels.

One is the Kolmogorov decomposition which provides us with a Hilbert space H and an

embedding i : S → H (unique, if the set i(S) is total) such that kσ,σ′ = 〈i(σ), i(σ′)〉.
The other main result is that the Schur product of two positive definite kernels (i.e. the

pointwise product) is again positive definite. Semigroups of such kernels were studied, for

instance, in Guichardet [Gui72] or Parthasarathy and Schmidt [PS72]. The kernel obtained

by (pointwise) derivative at t = 0 of such a semigroup is conditionally positive definite, and

any such kernel defines a positive definite semigroup via (pointwise) exponential.

The goal of this chapter is to find suitable generalizations of the preceding notions to

the B–valued case. Suitable means, of course, that we will have plenty of occasion to see

these notions at work. Positive definite B–valued kernels together with the Kolmogorov

decomposition generalize easily (Section 3.1). They are, however, not sufficient, mainly,

because for noncommutative B the pointwise product of two kernels does not preserve positive

definiteness. For this reason we have to pass to completely positive definite kernels (Section

3.2). These kernels take values in the bounded mappings on the C∗–algebra B, fulfilling a

condition closely related to complete positivity. Instead of the pointwise product of elements

in B we consider the composition (pointwise on S×S) of mappings on B. Also here we have

a Kolmogorov decomposition for a completely positive definite kernel, we may consider Schur

semigroups of such (CPD-semigroups) and their generators (Section 3.4).
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Both completely positive mappings and completely positive definite kernels have realiza-

tions as matrix elements with vectors of a suitably constructed two-sided Hilbert module.

In both cases we can understand the composition of two such objects in terms of the ten-

sor product of the underlying Hilbert modules (GNS-modules or Kolmogorov modules). In

fact, we find the results for completely positive definite kernels by reducing the problems to

completely positive mappings (between n × n–matrix algebras) with the help of Lemmata

3.2.1 and 3.4.6, and then applying the crucial constructions in Section 2.2. In both cases the

tensor product plays a distinguished role. An attempt to realize a whole semigroup, be it of

mappings or of kernels, on the same Hilbert module, leads us directly to the notion of tensor

product systems of Hilbert modules, namely, the GNS-system in Section 4.3.

It is a feature of CPD-semigroups on S that they restrict to CP-semigroups, when S = {s}
consists of a single element. Sometimes, the proofs of statements on CPD-semigroups are

straightforward analogues of those for CP-semigroups. However, often they are not. In this

chapter we put emphasis on the first type of statements which, therefore, will help us in the

remaining chapters to analyze product systems. To prove the other type of statements like

Theorem 3.5.2 we have to wait for Section 5.4.

Although slightly different, our notion of completely positive definite kernels is inspired

very much by the corresponding notion in Accardi and Kozyrev [AK01]. The idea to con-

sider CP-semigroups on Mn(B) (of which the CPD-semigroups are a direct generalization) is

entirely due to [AK01].

3.1 Positive definite kernels

3.1.1 Definition. Let S be a set and let B be a pre–C∗–algebra. A B–valued kernel or short

kernel on S is a mapping k : S × S → B. We say a kernel k is positive definite, if
∑

σ,σ′∈S

b∗σk
σ,σ′bσ′ ≥ 0 (3.1.1)

for all choices of bσ ∈ B (σ ∈ S) where only finitely many bσ are different from 0.

3.1.2 Observation. Condition (3.1.1) is equivalent to
∑
i,j

b∗i k
σi,σjbj ≥ 0 (3.1.2)

for all choices of finitely many σi ∈ S, bi ∈ B. To see this, define bσ (σ ∈ S) to be the sum

over all bi for which σi = σ. Then (3.1.2) transforms into (3.1.1). The converse direction is

trivial.

3.1.3 Proposition. Let B be a unital pre–C∗–algebra and let k be a positive definite B–valued

kernel on S. Then there exists a pre-Hilbert B–module E and a mapping i : S → E such that

kσ,σ′ = 〈i(σ), i(σ′)〉
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and E = span
(
i(S)B)

. Moreover, if (E ′, i′) is another pair with these properties, then i(σ) 7→
i′(σ) establishes an isomorphism E → E ′.

Proof. Let SB denote the free right B–module generated by S (i.e.
⊕
σ∈S

B =
{(

bσ

)
σ∈S

: bσ ∈
B, #{σ ∈ S : bσ 6= 0} < ∞}

or, in other words, SC⊗B where SC is a vector space with basis

S). Then by (3.1.1) 〈(
bσ

)
,
(
b′σ

)〉
=

∑

σ,σ′∈S

b∗σk
σσ′b′σ′

defines a semiinner product on SB. We set E = SB/NSB and i(σ) =
(
δσσ′1

)
σ′∈S

+ NSB . Then

the pair (E, i) has all desired properties. Uniqueness is clear.

3.1.4 Remark. If B is non-unital, then we still may construct E as before as a quotient of

SC ⊗ B, but we do not have the mapping i. We have, however, a mapping î : S × B → E,

sending (σ, b) to
(
δσσ′b

)
σ′∈S

+NSB , such that b∗kσ,σ′b′ = 〈̂i(σ, b), î(σ′, b′)〉 with similar cyclicity

and uniqueness properties.

The easiest way to have a mapping like i also in the non-unital case, is by observing that

k is positive definite also as kernel with values in B̃. (To see this approximate 1̃ ∈ B̃ strictly

by an approximate unit for B.) If (Ẽ, ĩ) is the corresponding pair, then Ẽ contains E as a

dense submodule. After completion the difference dissappears.

3.1.5 Definition. We refer to the pair (E, i) as the Kolmogorov decomposition for k and to

E as its Kolmogorov module.

3.1.6 Example. For C–valued positive definite kernels we recover the usual Kolmogorov

decomposition. For instance, usual proofs of the Stinespring construction for a completely

positive mapping T : A → Ba(G) start with a Kolmogorov decomposition for the kernel(
(a, g), (a′, g′)

) 7→ 〈g, T (a∗a′)g′〉 on A × G and obtain in this way the pre-Hilbert space

H = E ¯G where E is the GNS-module of T ; cf. Remark 2.1.5.

For B = Ba(F ) for some pre-Hilbert C–module F we recover the Kolmogorov decom-

position in the sense of Murphy [Mur97]. He recovers the module E ¯ F of the KSGNS-

construction for a completely positive mapping T : A → Ba(F ) (cf. [Lan95]) as Kolmogorov

decomposition for the kernel
(
(a, y), (a′, y′)

) 7→ 〈y, T (a∗a′)y′〉 on A× F .

3.2 Completely positive definite kernels

For C–valued kernels there is a positivity preserving product, namely, the Schur product

which consists in multiplying two kernels pointwise. For non-commutative B this operation

is also possible, but will, in general, not preserve positive definiteness. It turns out that we

have to consider kernels which take as values mappings between algebras rather than kernels

with values in algebras. Then the pointwise multiplication in the Schur product is replaced
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by pointwise composition of mappings. Of course, this includes the usual Schur product of

C–valued kernels, if we interpret z ∈ C as mapping w 7→ zw on C.

3.2.1 Lemma. Let S be a set and let K : S × S → B(A,B) be a kernel with values in the

bounded mappings between pre–C∗–algebras A and B. Then the following conditions are

equivalent.

1. We have ∑
i,j

b∗i K
σi,σj(a∗i aj)bj ≥ 0

for all choices of finitely many σi ∈ S, ai ∈ A, bi ∈ B.

2. The kernel k : (A× S)× (A× S) → B with k(a,σ),(a′,σ′) = Kσ,σ′(a∗a′) is positive definite.

3. The mapping

a 7−→
∑
i,j

b∗i K
σi,σj(a∗i aaj)bj

is completely positive for all choices of finitely many σi ∈ S, ai ∈ A, bi ∈ B.

4. For all choices σ1, . . . , σn ∈ S (n ∈ N) the mapping

K(n) :
(
aij

) 7−→ (
Kσi,σj(aij)

)

from Mn(A) to Mn(B) is completely positive.

5. For all choices σ1, . . . , σn ∈ S (n ∈ N) the mapping K(n) is positive.

Moreover, each of these conditions implies the following conditions.

6. The mapping

a 7−→
∑

σ,σ′∈S

b∗σK
σ,σ′(a)bσ′

is completely positive for all choices of bσ ∈ B (σ ∈ S) where only finitely many bσ are

different from 0.

7. The mapping

a 7−→
∑

σ,σ′∈S

Kσ,σ′(a∗σaaσ′)

is completely positive for all choices of aσ ∈ A (σ ∈ S) where only finitely many aσ are

different from 0.

Proof. 1 and 2 are equivalent by Observation 3.1.2.

3 means ∑

k,`∈K

∑
i,j∈I

β∗kb
∗
i K

σi,σj(a∗i α
∗
kα`aj)bjβ` ≥ 0 (3.2.1)
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for all finite sets I,K and ai, αk ∈ A and bi, βk ∈ B. To see 3 ⇒ 1 we choose K consisting of

only one element and we replace αk and βk by an approximate unit for A and an approximate

unit for B, respectively. By a similar procedure we see 3 ⇒ 6 and 3 ⇒ 7.

To see 1 ⇒ 3, we choose P = I × K, σ(i,k) = σi, a(i,k) = αkai, and b(i,k) = biβk. Then

(3.2.1) transforms into ∑
p,q∈P

b∗pK
σp,σq(a∗paq)bq ≥ 0,

which is true by 1.

To see 2 ⇒ 4, we do the Kolmogorov decomposition (E, î) for the kernel k in the sense

of Remark 3.1.4. If A and B are unital, then we set xj = î(1, σj,1) ∈ E (j = 1, . . . , n).

Then the mapping in 4 is completely positive as explained in Section 2.2. If A and B are not

necessarily unital, then we set xj = î(uλ, σj, vµ) for some approximate units
(
uλ

)
and

(
vµ

)

for A and B, respectively, and we obtain the mapping in 4 as limit (pointwise in norm of

Mn(B)) of completely positive mappings.

4 and 5 are equivalent by simple index manipulations.

To see 5 ⇒ 1 we apply 5 to the positive element A =
(
a∗i aj

) ∈ Mn(A) which means that〈
B, K(n)(A)B

〉
is positive for all B = (b1, . . . , bn) ∈ Bn and, therefore, implies 1.

3.2.2 Definition. We call a kernel K : S × S → B(A,B) completely positive definite, if it

fulfills one of the Conditions 1 – 5 in Lemma 3.2.1. By KS(A,B) we denote the set of

completely positive definite kernel on S from A to B. A kernel fulfilling Condition 6 and

Condition 7 in Lemma 3.2.1 is called completely positive definite for B and completely positive

definite for A, respectively.

3.2.3 Theorem. Let A and B be unital, and let K be in KS(A,B). Then there exists a

contractive pre-Hilbert A–B–module E (i.e. the canonical representation of A is a contraction)

and a mapping i : S → E such that

Kσ,σ′(a) = 〈i(σ), ai(σ′)〉,

and E = span
(Ai(S)B)

. Moreover, if (E ′, i′) is another pair with these properties, then

i(σ) 7→ i′(σ) establishes an isomorphism E → E ′.

Conversely, if E is a contractive pre-Hilbert A–B–module and S a collection of elements

of E, then K defined by setting Kσ,σ′(a) = 〈σ, aσ′〉 is completely positive definite.

3.2.4 Corollary. A kernel K ∈ KS(A,B) is hermitian, i.e. Kσ,σ′(a∗) = Kσ′,σ(a)∗. (This

remains true, also if A and B are not necessarily unital.)

Proof of Theorem 3.2.3. By Proposition 3.1.3 we may do the Kolmogorov decomposition

for the kernel k and obtain a pre-Hilbert B–module E with an embedding ik. We have

kσ′,σ′′(a′∗aa′′) = 〈ik(a′, σ′), ik(aa′′, σ′′)〉 = 〈ik(a∗a′, σ′), ik(a′′, σ′′)〉.
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Therefore, by Observation 2.1.1 setting aik(a
′, σ′) = ik(aa′, σ′) we define a left action of A

on E. This action is non-degenerate, because A is unital, and the unit acts as unit on E.

It is contractive, because all mappings Kσ,σ′ are bounded, so that in the whole construction

we may assume that A is complete. Setting i(σ) = ik(1, σ), the pair (E, i) has the desired

properties.

The converse direction is clear from Section 2.2.

3.2.5 Definition. We refer to the pair (E, i) as the Kolmogorov decomposition for K and to

E as its Kolmogorov module.

3.2.6 Observation. If B is a von Neumann algebra, then we may pass to the strong closure

E
s
. It is not necessary that also A is a von Neumann algebra, and also if A is a von Neumann

algebra, then E
s

need not be a two-sided von Neumann module. However, for normal kernels

(i.e. all mappings Kσ,σ′ are σ–weak) E
s

is a von Neumann A–B–module.

Our notion of completely positive definite kernels differs from that given by Accardi and

Kozyrev [AK01]. Their completely positive definite kernels fulfill only our requirement for

kernels completely positive definite for B. The weaker requirement in [AK01] is compensated

by an additional property of their concrete kernel (essentially coming due to the simpler

structure in the case B = B(G)); see [Ske01a] for details.

3.3 Partial order of kernels

We say, a completely positive mapping T dominates another S, if the difference T −S is also

completely positive. In this case, we write T ≥ S. Obviously, ≥ defines a partial order. As

shown by Arveson [Arv69] in the case of B(G) and extended by Paschke [Pas73] to arbitrary

von Neumann algebras, there is an order isomorphism from the set of all completely positive

mappings dominated by a fixed completely positive mapping T and certain mappings on the

GNS-module of T (or the representation space of the Stinespring representation in the case

of B(G)).

In this section we extend these notions and the result to kernels and their Kolmogorov

decomposition. Theorem 3.3.3 is the basis for Theorem A.7 which provides us with a powerful

tool to establish whether a dilation of a completely positive semigroup is its GNS-dilation.

In Lemma 3.3.2 we need self-duality. So we stay with von Neumann modules.

3.3.1 Definition. We say, a kernel K on S from A to B dominates another kernel L, if the

difference K−L is inKS(A,B). For K ∈ KS(A,B) we denote byDK = {L ∈ KS(A,B) : K ≥ L}
the set of all completely positive definite kernels dominated by K.
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3.3.2 Lemma. Let A be a unital C∗–algebra, let B be a von Neumann algebra on a Hilbert

space G, and let K ≥ L be kernels in KS(A,B). Let (E, i) denote the Kolmogorov decom-

position for K. Then there exists a unique positive contraction w ∈ Ba,bil(E
s
) such that

Lσ,σ′(a) = 〈i(σ), wai(σ′)〉.

Proof. Let (F, j) denote the Kolmogorov decomposition for L. As K − L is completely

positive, the mapping v : i(σ) 7→ j(σ) extends to an A–B–linear contraction E → F . Indeed,

for x =
∑
k

aki(σk)bk we find

〈x, x〉 − 〈vx, vx〉 =
∑

k,`

b∗k(K
σk,σ` − Lσk,σ`)(a∗ka`)b` ≥ 0,

such that ‖x‖ ≥ ‖vx‖. Of course, v extends further to a contraction E
s → F

s
. Since von

Neumann modules are self-dual, v has an adjoint v∗ ∈ Ba(F
s
, E

s
). Since adjoints of bilinear

mappings and compositions among them are bilinear, too, it follows that also w = v∗v is

bilinear. Of course, 〈i(σ), wai(σ′)〉 = 〈i(σ), v∗vai(σ′)〉 = 〈j(σ), aj(σ′)〉 = Lσ,σ′(a).

3.3.3 Theorem. Let S be a set, let A be a unital C∗–algebra, let B be a von Neumann algebra

on a Hilbert space G, and let K be a kernel in KS(A,B). Denote by (E, i) the Kolmogorov

decomposition of K. Then the mapping O : w 7→ Lw with

Lσ,σ′
w (a) = 〈i(σ), wai(σ′)〉

establishes an order isomorphism from the positive part of the unit ball in Ba,bil(E
s
) onto DK.

Moreover, if (F, j) is another pair such that Kσ,σ′(a) = 〈j(σ), aj(σ′)〉, then O is still a

surjective order homomorphism. It is injective, if and only if (F, j) is (unitarily equivalent

to) the Kolmogorov decomposition of K.

Proof. Let us start with the more general (F, j). Clearly, O is order preserving. As E ⊂ F

and Ba(E
s
) = pBa(F

s
)p ⊂ Ba(F

s
) where p is the projection onto E

s
, Lemma 3.3.2 tells us

that O is surjective. If p is non-trivial, then O is certainly not injective, because Lp = L1.

Otherwise, it is injective, because the elements j(σ) are strongly total, hence, separate the

elements of Ba(F
s
). It remains to show that in the latter case also the inverse O−1 is order

preserving. But this follows from Lemma 2.1.9.

3.3.4 Remark. By restriction to completely positive mappings (i.e. #S = 1) we obtain

Paschke’s result [Pas73]. Passing to B = B(G) and doing the Stinespring construction, we

find Arveson’s result [Arv69].
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3.4 Schur product and semigroups of kernels

Now we come to products, or better, compositions of kernels. The following definition gen-

eralizes the Schur product of a matrix of mappings and a matrix as discussed in Section

2.2.

3.4.1 Definition. Let K ∈ KS(A,B) and let L ∈ KS(B, C). Then the Schur product of L

and K is the kernel L ◦ K ∈ KS(A, C), defined by setting (L ◦ K)σ,σ′(a) = Lσ,σ′ ◦ Kσ,σ′(a).

3.4.2 Theorem. If K and L are completely positive definite, then so is L ◦ K.

Proof. If all algebras are unital, then this follows directly from Theorem 3.2.3. Indeed,

by the forward direction of Theorem 3.2.3 we have the Kolmogorov decompositions (E, i)

and (F, j) for K and L, respectively. Like in Section 2.2 we find Lσ,σ′ ◦ Kσ,σ′(a) = 〈i(σ) ¯
j(σ), ai(σ′) ¯ j(σ′)〉 from which (L ◦ K)σ,σ′ is completely positive definite by the backward

direction of Theorem 3.2.3. If the algebras are not necessarily unital, then (as in the proof

of 2 ⇒ 4 in Lemma 3.2.1) we may apply the same argument, replacing i(σ) by î(uλ, σ, vµ)

(and similarly for j) and approximating in this way L ◦ K by completely positive definite

kernels.

3.4.3 Observation. The proof shows that, like the GNS-construction of completely positive

mappings, the Kolmogorov decomposition of the composition L ◦ K can be obtained from

those for K and L. More precisely, we obtain it as the two-sided submodule of E¯F generated

by {i(σ)¯ j(σ) : σ ∈ S} and the embedding i¯ j : σ 7→ i(σ)¯ j(σ).

3.4.4 Definition. A family
(
Tt

)
t∈R+

of kernels on S from B to B is called a (uniformly

continuous) Schur semigroup of kernels, if for all σ, σ′ ∈ S the mappings Tσ,σ′
t form a (uniformly

continuous) semigroup on B; see Definition C.1. A (uniformly continuous) CPD-semigroup of

kernels, is a (uniformly continuous) Schur semigroup of completely positive definite kernels.

Like for CP-semigroups, the generators of (uniformly continuous) CPD-semigroups can

be characterized by a conditional positivity condition.

3.4.5 Definition. A kernel L on S from B to B is called conditionally completely positive

definite, if ∑
i,j

b∗i L
σi,σj(a∗i aj)bj ≥ 0 (3.4.1)

for all choices of finitely many σi ∈ S, ai, bi ∈ B such that
∑
i

aibi = 0.

3.4.6 Lemma. For a kernel L on S from B to B the following conditions are equivalent.

1. L is conditionally completely positive definite.
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2. For all choices σ1, . . . , σn ∈ S (n ∈ N) the mapping

L(n) :
(
aij

) 7−→ (
Lσi,σj(aij)

)

on Mn(B) is conditionally completely positive, i.e. for all Ak, Bk ∈ Mn(B) such that∑
k

AkBk = 0 we have
∑
k,`

Bk∗L(n)(Ak∗A`)B` ≥ 0.

Proof. By Lemma 2.1.9 an element
(
bij

) ∈ Mn(B) is positive, if and only if
∑
i,j

b∗i bijbj ≥ 0

for all b1, . . . , bn ∈ B. Therefore, Condition 2 is equivalent to
∑

i,j,p,q,k,`,r

b∗i b
k∗
pi L

σp,σq(ak∗
rpa

`
rq)b

`
qjbj ≥ 0

for all σ1, . . . , σn ∈ S, b1, . . . , bn ∈ B (n ∈ N), and finitely many
(
ak

ij

) ∈ Mn(A),
(
bk
ij

) ∈
Mn(B) such that

∑
p,k

ak
ipb

k
pj = 0 for all i, j. Assume that 1 is true, choose bi ∈ B, and choose

ak
rp, b

k
pi ∈ B such that

∑
p,k

ak
rpb

k
pi = 0 for all r, i. Then

∑
p,k

ak
rp

(∑
i

bk
pibi

)
= 0 for all r and 1 implies

that
∑

i,j,p,q,k,`

b∗i b
k∗
pi L

σp,σq(ak∗
rpa

`
rq)b

`
qjbj ≥ 0 for each r separately. (Formally, we pass to indices

(p, k) and set σ(p,k) = σp as in the proof of Lemma 3.2.1.) Summing over r we find 2.

Conversely, assume that 2 is true and choose ai, bi ∈ B such that
∑
i

aibi = 0. Set

arp = δ1rap and bpi = bp. Then
∑
p

arpbpi = δ1r

∑
p

apbp = 0 for all r, i and 2 implies that the

matrix
( ∑

p,q,r

b∗piL
σp,σq(a∗rparq)bqj

)
i,j

=
(∑

p,q

b∗pL
σp,σq(a∗paq)bq

)
i,j

is positive. As any of the (equal)

diagonal entries
∑
p,q

b∗pL
σp,σq(a∗paq)bq must be positive in B, we find 1.

3.4.7 Theorem. Let B be a unital C∗–algebra and let S be a set. Then the formula

Tt = etL (3.4.2)

(where the exponential is that for the Schur product of kernels) establishes a one-to-one

correspondence between uniformly continuous CPD-semigroups
(
Tt

)
t∈R+

of positive definite

kernels on S from B to B and hermitian (see Corollary 3.2.4) conditionally completely positive

definite kernels on S from B to B.

Proof. First of all, let us remark that (3.4.2) establishes a one-to-one correspondence be-

tween uniformly continuous Schur semigroups and kernels L : S × S → B(B). This follows

simply by the same statement for the uniformly continuous semigroups Tσ,σ′
t and their gen-

erators Lσ,σ′ . So the only problem we have to deal with is positivity.

Let T by a CPD-semigroup. By Lemma 3.2.1 (4) this is equivalent to complete positivity

of the semigroup T
(n)
t on Mn(B) for each choice of σ1, . . . , σn ∈ S (n ∈ N). So let us choose

Ak, Bk ∈ Mn(B) such that
∑
k

AkBk = 0. Then

∑

k,`

Bk∗L(n)(Ak∗A`)B` = lim
t→0

1

t

∑

k,`

Bk∗T(n)
t (Ak∗A`)B` ≥ 0.
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In other words, L(n) is conditionally completely positive and by Lemma 3.4.6 (2) L is condi-

tionally completely positive definite. As limit of hermitian kernels, also L must be hermitian.

Conversely, let L be hermitian and conditionally completely positive definite, so that L(n)

is hermitian conditionally completely positive for each choice of σ1, . . . , σn ∈ S (n ∈ N). We

follow Evans and Lewis [EL77, Theorem 14.2 (3 ⇒ 1)] to show that T
(n)
t is positive, which

by Lemma 3.2.1 (5) implies that Tt is completely positive definite.

Let A ≥ 0 and B in Mn(B) such that AB = 0. Then also
√

AB = 0, hence B∗L(n)(A)B

≥ 0, because L(n) is conditionally completely positive. Let 0 ≤ ε <
∥∥L(n)

∥∥, hence id−εL(n)

is invertible. Now let A = A∗ be an arbitrary self-adjoint element in Mn(B). We show that

A ≥ 0 whenever (id−εL(n))(A) ≥ 0, which establishes the hermitian mapping (id−εL(n))−1

as positive. We write A = A+ − A− where A+, A− are unique positive elements fulfilling

A+A− = 0. Therefore, A−L(n)(A+)A− ≥ 0. Indeed,

0 ≤ A−(id−εL(n))(A)A− = A−(id−εL(n))(A+)A− − A−(id−εL(n))(A−)A−

= − εA−L(n)(A+)A− − A3
− + εA−L(n)(A−)A−,

hence

A3
− ≤ A3

− + εA−L(n)(A+)A− ≤ εA−L(n)(A−)A−.

If A− 6= 0, then ‖A−‖3 =
∥∥A3

−
∥∥ ≤

∥∥εA−L(n)(A−)A−
∥∥ ≤ ε

∥∥L(n)
∥∥ ‖A−‖3 < ‖A−‖3, a con-

tradiction, hence A− = 0. We have T
(n)
t = lim

m→∞
(
1 − t

m
L(n)

)−m
which is positive as limit of

compositions of positive mappings.

By appropriate applications of Lemmata 3.2.1 and 3.4.6 to a kernel on a one-element set

S, we find the following well-known result.

3.4.8 Corollary. The formula Tt = etL establishes a one-to-one correspondence between

uniformly continuous CP-semigroups on B (i.e. semigroups of completely positive mappings

on B) and hermitian conditionally completely positive mappings L ∈ B(B).

3.4.9 Observation. A CP-semigroup on a von Neumann algebra is normal, if and only

if its generator is σ–weak. (This follows from the observation that norm limits of σ–weak

mappings are σ–weak.)

We find a simple consequence, by applying this argument to the CP-semigroups T
(n)
t .

3.4.10 Corollary. A CPD-semigroup T on a von Neumann algebra is normal (i.e. each

mapping Tσ,σ′
t is σ–weak), if and only if its generator L is σ–weak.

3.4.11 Remark. It is easily possible to show first Corollary 3.4.8 as in [EL77], and then

apply it to T
(n)
t = etL(n)

to show the statement for CPD-semigroups. Notice, however, that

also in [EL77] in order to show Corollary 3.4.8, it is necessary to know at least parts of

Lemma 3.2.1 in a special case.
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We say a CPD-semigroup T dominates another T′ (denoted by T ≥ T′), if Tt ≥ T′t for

all t ∈ T. The following lemma reduces the analysis of the order structure of uniformly

continuous CPD-semigroups to that of the order structure of their generators.

3.4.12 Lemma. Let T and T′ be uniformly continuous CPD-semigroups on S in KS(B) with

generators L and L′, respectively. Then T ≥ T′, if and only if L ≥ L′.

Proof. Since T0 = T′0, we have
Tt−T′t

t
= Tt−T0

t
− T′t−T′0

t
→ L − L′ for t → 0 so that T ≥ T′

certainly implies L ≥ L′. Conversely, assume that L ≥ L′. Choose n ∈ N and σi ∈ S

(i = 1, . . . , n). From the proof of Theorem 3.4.7 we know that (1 − εL(n))−1 ≥ 0 and

(1− εL′(n))−1 ≥ 0 for all sufficiently small ε > 0. Moreover, by Theorem 3.4.2

(1− εL(n))−1 − (1− εL′(n)
)−1 = ε(1− εL(n))−1(L(n) − L′(n)

)(1− εL′(n)
)−1 ≥ 0,

because all three factors are ≥ 0. This implies (1 − t
m

L(n))−m − (1 − t
m

L′(n))−m ≥ 0 for

m sufficiently big. Letting m → ∞, we find T
(n)
t ≥ T′t

(n) and further T ≥ T′ by Lemma

3.2.1(4).

3.5 The CPD-semigroup of the time ordered Fock module and its

generator

Let B be a unital C∗–algebra, let ζ be an element in a pre-Hilbert B–B–module F , and let

β ∈ B. Then

L(b) = 〈ζ, bζ〉+ bβ + β∗b (3.5.1)

is obviously conditionally completely positive and hermitian so that Tt = etL is a uniformly

continuous CP-semigroup. We say the generator of T has Christensen-Evans form (or is a

CE-generator). Theorem C.4 by Christensen and Evans [CE79] asserts that generators L of

normal CP-semigroups T on a von Neumann algebra B always have the form (3.5.1) where

F is some von Neumann B–B–module.

In this section we study the CPD-semigroup associated with the time ordered Fock mod-

ule. Form the form of its generator we conjecture the correct generalization of the CE-form

of a generator from CP-semigroups to CPD-semigroups, and we state as Theorem 3.5.2 that

the generators of normal uniformly continuous CPD-semigroups always have that form. It

is one of the main goals in the remainder of these notes to proof Theorem 3.5.2, but we will

not achieve this before Section 5.4.

For us it will be extremely important that F can be chosen in a minimal way, as it follows

from Lemma C.2 (and its Corollary C.3 which asserts that bounded derivations with values in

von Neumann modules are inner). Therefore, we consider Lemma C.2 rather than Theorem

C.4 (which is a corollary of Lemma C.2) as the main result of [CE79]. The results in [CE79]

are stated for (even non-unital) C∗–algebras B. However, the proof runs (more or less) by
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embedding B into the bidual von Neumann algebra B∗∗. Hence, the inner product on F takes

values in B∗∗ and also β ∈ B∗∗. Only the combinations in (3.5.1) remain in B. As this causes

unpleasant complications in formulations of statements, usually, we restrict to the case of

von Neumann algebras.

Now we use the set Uc(F ) of continuous units for the time ordered Fock module IΓ¯(F )

over a Hilbert B–B–module F to define its associated CPD-semigroup. Theorem 2.3.11 tells

us that Uc(F ) can be parametrized by the set B × F . (In Section 5.2 we will also sometimes

use the natural vector space structure of B × F .)

Let

IΓUc
t (F ) = span

{
bnξtn(βn, ζn)¯ . . .¯ b1ξt1(β1, ζ1)b0

∣∣
t ∈ Jt; b0, . . . , bn, β1, . . . , βn ∈ B; ζ1, . . . , ζn ∈ F

}
.

Then IΓUc
s (F ) ¯ IΓUc

t (F ) = IΓUc
s+t(F ) by restriction of ust in Theorem 2.3.6. (Cf. also Propo-

sition 4.2.6.)

Let ξ¯, ξ′¯ be two units. Obviously, also the mappings b 7→ 〈ξt, bξ
′
t〉 form a semigroup on

B (of course, in general not CP; cf. again Proposition 4.2.5). If ξt, ξ
′
t are continuous, then so

is the semigroup. Another way to say this is that the kernels

Tt : Uc(F )× Uc(F ) −→ T
(β,ζ),(β,′ζ′)
t = 〈ξt(β, ζ), •ξt(β

′, ζ ′)〉

form a uniformly continuous CPD-semigroup T of kernels on Uc(F ) from B to B. Similar to

the proof of (2.3.5) (see [LS01]) one may show that the generator L of T is given by

L(β,ζ),(β,′ζ′)(b) = 〈ζ, bζ ′〉+ bβ′ + β∗b. (3.5.2)

By Theorem 3.4.7 L is a conditionally completely positive definite kernel. Of course, it is an

easy exercise to check this directly.

Now it is clear how to define the analogue of the CE-generator for CPD-semigroups on

some set S. Let B be a unital C∗–algebra, let ζσ (σ ∈ S) be elements in a pre-Hilbert

B–B–module F , and let βσ ∈ B (σ ∈ S). Then the kernel L on S defined, by setting

Lσ,σ′(b) = 〈ζσ, bζσ′〉+ bβσ′ + β∗σb (3.5.3)

is conditionally completely positive definite and hermitian. (The first summand is completely

positive definite. Each of the remaining summands is conditionally completely positive defi-

nite, but the sum cannot be arbitrary, because L should be hermitian.)

3.5.1 Definition. A generator L of a uniformly continuous CPD-semigroup has Christen-

sen-Evans form (or is a CE-generator), if it can be written in the form (3.5.3).
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3.5.2 Theorem. Let T be a normal uniformly continuous CPD-semigroup on S on a von

Neumann algebra B with generator L. Then there exist a von Neumann B–B–module F with

elements ζσ ∈ F (σ ∈ S), and elements βσ ∈ B (σ ∈ S) such that L has the Christensen-Evans

form in (3.5.3). Moreover, the strongly closed submodule of F generated by the elements

bζσ − ζσ′b (b ∈ B; σ, σ′ ∈ S) is determined by L up to (two-sided) isomorphism.

We prove this Theorem (and semigroup versions of other theorems like Theorem 3.3.3) in

Chapter 5 (after Theorem 5.4.1) with the help of product systems. A direct generalization

of the methods of [CE79] as explained in Appendix C fails, however. This is mainly due to

the following fact.

3.5.3 Observation. Although the von Neumann module F is determined uniquely by the

cyclicity condition in Theorem 3.5.2, the concrete choice neither of ζσ nor of βσ is unique. This

makes it impossible to extend what the results from [CE79] assert for each T(n) (σ1, . . . , σn ∈
S) by an inductive limit over finite subsets of S to T.

We close with some totality results about the units in Uc(F ). Theorem 2.3.9 tells us that

the tensor products

ξtn(0, ζn)¯ . . .¯ ξt1(0, ζ1) (3.5.4)

(t1 + . . . + tn = t) form a total subset of IΓt(F ). Therefore, the closed linear span of such

vectors contains also the units ξ¯(β, ζ). But, we can specify the approximation much better

3.5.4 Lemma. Let ξ¯(β, ξ), ξ¯(β′, ξ′) be two continuous units.

1. For all κ,κ′ ∈ [0, 1], κ + κ′ = 1 we have

lim
n→∞

(
ξκt

n
(β, ζ)¯ ξκ′t

n
(β, ζ)

)¯n
= ξt(κβ + κ′β′,κζ + κ′ζ ′)

in the B–weak topology.

2. For all b ∈ B we have

lim
n→∞

(
eb t

n ξ t
n
(β, ζ)

)¯n
= lim

n→∞
(
ξ t

n
(β, ζ)eb t

n

)¯n
= ξt(β + b, ζ)

in norm.

3. For all κ,κ′ ∈ C, κ + κ = 1 we have

lim
n→∞

(
κξ t

n
(β, ζ) + κ′ξ t

n
(β, ζ)

)¯n
= ξt(κβ + κ′β′,κζ + κ′ζ ′)

in norm.

Part 1 is a generalization from an observation in Arveson [Arv89]. Part 2 is trivial in the

case B = C. We used it first together with part 1 in Skeide [Ske01b] for B = C2. Both may be

considered as a direct consequence of the Trotter product formula; see [Ske01a] for a detailed

argument. Part 3 is the straightforward generalization of an observation by Liebscher [Lie03].
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3.5.5 Theorem. Let S be a total subset of F containing 0. Then exponential vectors to

S–valued step functions are total in IΓ(F ).

Proof. It is sufficient to show the statement for IΓt(F ) for some fixed t. By Lemma 3.5.4(3)

the closure of the span of exponentials to S–valued step functions contains the exponentials

to step functions with values in the affine hull of S (i.e. all linear combinations
∑
i

κiζi from

S with
∑
i

κi = 1). Since 0 ∈ S the affine hull coincides with the span of S which is dense in

F . Now the statement follows, because the units depend continuously on their parameters

and from totalitiy of (3.5.4).

We find the following result on the exponential vectors of Γ(L2(R+)) (= IΓ(C)). It was

obtained first by Parthasarathy and Sunder [PS98] and later by [Bha01]. The proof in

[Ske00b] arises by restricting the methods in this section to the bare essentials of the special

case B = C and fits into half a page.

3.5.6 Corollary. Exponential vectors to indicator functions of finite unions of intervals are

total in IΓ(C) = Γ(L2(R+)).

Proof. The set S = {0, 1} is total in C and contains 0.

In accordance with Definition 4.2.7 we may say that the set ξ¯(0, S) of units is generating.

Recall, however, that generating is a weaker property. Lemma 3.5.4(2) asserts, for instance,

that what a sinlge unit ξ¯(β, ζ) generates via expressions as in (4.2.3), contains the units

ξ¯(β + b, ζ) for all b ∈ B, in particular, the unit ξ¯(0, ζ).

3.5.7 Corollary. Let S be a total subset of F containing 0 and for each ζ ∈ S choose βζ ∈ B.

Then the set {ξ¯(βζ , ζ) : ζ ∈ S} is generating for IΓ(F ).

4 Tensor product systems of Hilbert modules

4.1 Definition and basic examples

4.1.1 Definition. Let T = R+ or T = N0, and let B be a unital C∗–algebra. A tensor

product system of pre-Hilbert modules, or for short a product system, is a family E¯ =
(
Et

)
t∈T

of pre-Hilbert B–B–modules Et with a family of two-sided unitaries ust : Es ¯ Et → Es+t

(s, t ∈ T), fulfilling the associativity condition

ur(s+t)(id¯ust) = u(r+s)t(urs ¯ id) (4.1.1)

where E0 = B and us0, u0t are the identifications as in Definition 2.1.2. Once, the choice of

ust is fixed, we always use the identification

Es ¯ Et = Es+t. (4.1.2)
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We speak of tensor product systems of Hilbert modules E ¯̄ and of von Neumann modules E ¯̄ s

,

if Es ¯̄ Et = Es+t and Es ¯̄ s Et = Es+t, respectively.

A morphism of product systems E¯ and F¯ is a family w¯ =
(
wt

)
t∈T of mappings wt ∈

Ba,bil(Et, Ft), fulfilling

ws+t = ws ¯ wt (4.1.3)

and w0 = idB. A morphism is unitary, contractive, etc., if wt is for every t ∈ T. An isomorphism

of product systems is a unitary morphism.

A product subsystem is a family E ′¯ =
(
E ′

t

)
t∈T of B–B–submodules E ′

t of Et such that

E ′
s ¯ E ′

t = E ′
s+t by restriction of the identification (4.1.2).

By the trivial product system we mean
(B)

t∈T where B is equipped with its trivial

B–B–module structure.

4.1.2 Observation. Notice that, in general, there need not exist a projection endomorphism

of E¯ onto a subsystem E ′¯ of E¯. If, however, each projection pt ∈ Ba(Et) onto E ′
t exists

(hence, the pt are two-sided), then the pt form an endomorphism. Conversely, any projection

endomorphism p¯ determins a product subsystem E ′
t = ptEt. Therefore, in product systems

of von Neumann modules there is a one-to-one correspondence between subsystems and

projection endomorphisms.

4.1.3 Example. Let F be a (pre-)Hilbert B–B–module. By Theorem 2.3.6 the time ordered

Fock modules IΓt(F ) form a product system of pre-Hilbert modules. We call IΓ¯(F ) =(
IΓt(F )

)
t∈T the product system (of pre-Hilbert modules) associated with the time ordered

Fock module IΓ(F ). We use similar notations for IΓ(F ) and IΓs(F ). More generally, we speak

of a time ordered product system E¯ (of Hilbert modules E¯, of von Neumann modules E¯s

),

if E¯, (E¯, E¯s

) is isomorphic to IΓ¯(F ) (to IΓ¯(F ), to IΓs¯(F )).

Let λ > 0. Then [Tλ
t f ](s) =

√
λf(λs) (s ∈ [0, t

λ
]) defines a two-sided isomorphism

L2([0, t)) → L2([0, t
λ
)). Clearly, the family of second quantizations F(T

λ
t ) ¹ IΓt(F ) defines an

isomorphism from IΓ¯(F ) to the time rescaled product system
(
IΓ t

λ
(F )

)
t∈T.

4.1.4 Example. Usually, our semigroup is T = R+. However, also the case T = N0 has

interesting applications in the theory of quantum Markov chains. We describe this briefly.

With each pre-Hilbert B–B–module E we can associate a discrete product system
(
E¯n

)
n∈N0

.

Conversely, any discrete product system
(
En

)
n∈N0

can be obtained in that way from E1.

4.2 Units and CPD-semigroups

4.2.1 Definition. A unit for a product system E¯ =
(
Et

)
t∈T is a family ξ¯ =

(
ξt

)
t∈T of

elements ξt ∈ Et such that

ξs ¯ ξt = ξs+t (4.2.1)
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in the identification (4.1.2) and ξ0 = 1 ∈ B = E0. By U(E¯) we denote the set of all units

for E¯. A unit ξ¯ is unital and contractive, if 〈ξt, ξt〉 = 1 and 〈ξt, ξt〉 ≤ 1, respectively. A

unit is central, if ξt ∈ CB(Et) for all t ∈ T.

4.2.2 Remark. A unit can be trivial, i.e. ξt = 0 for t > 0. Of course, this will not occur, as

soon as we pose continuity conditions on the unit.

4.2.3 Observation. Obviously, a morphism w¯ sends units to units. For this the re-

quirement w0 = idB is necessary. For a subset S ⊂ U(E¯) of units for E¯ we denote by

w¯S ⊂ U(F¯) the subset of units for F¯, consisting of the units wξ¯ =
(
wtξt

)
t∈T (ξ¯ ∈ S).

4.2.4 Example. Time ordered product systems have a central unital unit, namely, the vac-

uum unit. However, there are even simple product systems without any central unital unit.

Let B = K(G)+C1 ⊂ B(G) be the unitization of the compact operators on some infinite-

dimensional Hilbert space. Let h ∈ B(G) be a self-adjoint operator and define the uniformly

continuous unital automorphism group αt = eith • e−ith on B. It is easy to see that the

Hilbert B–B–modules Bt defined to coincide with B as right Hilbert modules and with left

multiplication b.xt = αt(b)xt form a product system B¯ via the identification xs ¯ yt =

αt(xs)yt. A central element ξt ∈ Bt should fulfill

b.ξt = eithbe−ithξt = ξtb or be−ithξt = e−ithξtb

for all b ∈ B. In other words, since the center of B is trivial, e−ithξt is a multiple of the

identity so that ξt is a multiple of eith. If the ξt are different from 0, then we may normalize

such that ξt = eith. It follows that h = −idξt

dt

∣∣
t=0

is an elemtent of B. Conversely, if h /∈ B,

then B¯ does not admit a central unital unit. Of course, B¯ has a unital unit, namely, ξt = 1.

4.2.5 Proposition. The family U =
(
Ut

)
t∈T of kernels Ut on U(E¯) from B to B, defined

by setting

Uξ,ξ′
t (b) = 〈ξt, bξ

′
t〉

is a CPD-semigroup. More generally, the restriction U ¹ S to any subset S ⊂ U(E¯) is a

CPD-semigroup.

Proof. Completely positive definiteness follows from the second half of Theorem 3.2.3. The

semigroup property follows from

Uξ,ξ′
s+t(b) = 〈ξs+t, bξ

′
s+t〉 = 〈ξs ¯ ξt, bξ

′
s ¯ ξ′t〉 =

〈
ξt, 〈ξs, bξ

′
s〉ξ′t

〉
= Uξ,ξ′

t ◦ Uξ,ξ′
s (b)

and 〈ξ0, bξ
′
0〉 = b.

Observe that here and on similar occasions, where it is clear that the superscripts refer

to units, we prefer to write the shorter Uξ,ξ′ instead of the more correct Uξ¯,ξ′¯ .
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In Section 4.3 we will see that any CPD-semigroup, i.e. in particular, any CP-semigroup,

can be recovered in this way from its GNS-system. In other words, any CPD-semigroup is

obtained from units of a product system. However, the converse need not be true as there are

even Arveson systems which are not generated by their units (see Tsirelson [Tsi00]). Nev-

ertheless, the units of a product system generate a product subsystem, determined uniquely

by U. In the following proposition we explain this even for subsets S ⊂ U(E¯). Although

both statements are fairly obvious, we give a detailed proof of the first one, because it gives

us immediately the idea of how to construct the product system of a CPD-semigroup.

4.2.6 Proposition. Let E¯ be a product system and let S ⊂ U(E¯). Then the spaces

ES
t = span

{
bnξn

tn ¯ . . .¯ b1ξ
1
t1
b0 | n ∈ N, bi ∈ B, ξi¯ ∈ S, (tn, . . . , t1) ∈ Jt

}
(4.2.2)

form a product subsystem ES¯ of E¯, the (unique) subsystem generated by S.

Moreover, if E ′¯ is another product system with a subset of units set-isomorphic to S

(and, therefore, identified with S) such that U ¹ S = U′ ¹ S, then E ′S¯ is isomorphic to ES¯

(where the identification of the subset S ⊂ U(E¯) and S ⊂ U(E ′¯) and extension via (4.2.2)

gives the isomorphism).

Proof. The restriction of ust to ES
s ¯ ES

t in the identification (4.1.2) gives

(bn+mξn+m
rn+m

¯ . . .¯ bn+1ξ
n+1
rn+1

b′n)¯ (bnξn
rn
¯ . . .¯ b1ξ

1
r1

b0)

= bn+mξn+m
rn+m

¯ . . .¯ bn+1ξ
n+1
rn+1

¯ b′nbnξn
rn
¯ . . .¯ b1ξ

1
r1

b0

where (rn+m, . . . , rn+1) ∈ Js and (rn, . . . , r1) ∈ Jt. Therefore, ES
s ¯ ES

t ⊂ ES
s+t. To see

surjectivity let r = (rk, . . . , r1) ∈ Js+t and bi ∈ B (i = 0, . . . , k), ξi ∈ S (i = 1, . . . , k). If r

hits t, i.e. r = s ` t for some s ∈ Js, t ∈ Jt, then clearly

bkξ
k
rk
¯ . . .¯ b1ξ

1
r1

b0 (4.2.3)

is in ES
s ¯ ES

t . If r does not hit t, then we may easily achieve this by splitting that ξ`
r`

with
`−1∑
i=1

ri < t <
∑̀
i=1

ri into a tensor product of two; cf. Example 2.1.6. More precisely, we write

ξ`
r`

as ξ`
r′2
¯ ξ`

r′1
such that r′1 + r′2 = r` and r′1 +

`−1∑
i=1

ri = t. Also here we find that (4.2.3) is in

ES
s ¯ ES

t .

Like for Arveson systems, the question, whether a product system is generated by its

units or even some subset of units in the stated way, is crucial for the classification of

product systems. However, for Hilbert spaces the property of certain subset to be total,

does not depend on the topology, whereas for Hilbert modules we must distinguish clearly

between the several possibilities. Furthermore, we can opt to consider only subsets of units
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distinguished by additional properties like continuity (which, unlike for Arveson systems,

again must be split into different topologies).

In our frame work it turns out that it is most convenient — convenient in the sense

that the obtained classification results parallel best those for Arveson systems — to look

at continuous sets of units. Here we call a single unit ξ¯ continuous, if the CP-semigroup

T ξ
t = 〈ξt, •ξt〉 is uniformly continuous. More generally, a set S of units is continuous, if the

CPD-semigroup U ¹ S is uniformly continuous.

4.2.7 Definition. A product system E¯ =
(
Et

)
t∈T of pre-Hilbert modules is of type I, if it

is generated by some continuous set S ⊂ U(E¯) of units, i.e. if E¯ = ES¯. It is of type I and

of type Is, if E¯ is the closure of ES¯ in norm and in strong topology, respectively. We say

the set S is generating (in the respective topology).

We add subscripts s and n, if S can be chosen such that U ¹ S is strongly continuous and

normal, respectively, (which means again that the associated CPD-semigroup has the corre-

sponding property). If we can find an arbitrary generating sets of units (without continuity

conditions), then we add the subscript a.

Obviously, type I implies type Is and each of them implies Ia (and similarly for types I

and Is), whereas n is a local property of the CPD-semigroup which may or may not hold

independently (and which is automatic for von Neumann modules). For each subscript type

I implies type I implies type Is.

The GNS-system of a CP-semigroup constructed in [BS00] is generated by a single unit.

Whereas a product system of pre-Hilbert spaces generated by a single unit is the trivial

one. In Example 4.2.4 we have seen that the supply of central units depends on the closure.

The product system B¯ considered there is clearly type I, but it does not contain a central

unit. Therefore, it is not a time ordered system. Passing to strong closure, the central unit(
eith

)
t∈R+

is now contained in B ¯̄ s

.

Similarly, the following example shows that the required continuity properties for the

generating set of units may affect the type.

4.2.8 Example. We look again at a product system constructed like B¯ in Example 4.2.4

from an automorphism group on a C∗–algebra B. Now for B we choose L∞(R) with the time

shift endomorphism St. Clearly, the members Bt (t > 0) of that product system do not contain

non-zero centered elements. But, even worse, the time shift is only strongly continuous.

Therfore, a non-zero CP-semigroup composed of mappings f 7→ 〈ξt, fξt〉 = 〈ξt, ξt〉Stf cannot

be continuous either. Consequently, there is not a single continuous unit in B¯. Nevertheless,

the product system is generated by the single strongly continuous unit
(
1
)

t∈R+
and, therefore

it is type Is.

Restriction to L∞(R−) gives us a similar example starting from an E0–semigroup. We find

our experience from [Ske01b] reconfirmed that, in particular, commutative C∗–algebras pro-
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vide us with simple counter examples for what we know from the extreme non-commutative

case B(G).

4.2.9 Example. Let F be a Hilbert B–B–module and consider the time ordered product

system IΓ¯(F ) of Hilbert modules with the set Uc(F ) = {ξ¯(β, ζ) : β ∈ B, ζ ∈ F} of units.

As argued in Section 3.5 U ¹ Uc(F ) is a uniformly continuous CPD-semigroup. By Theorem

2.3.9 the exponential units ξ¯(0, ζ) (ζ ∈ F ) alone generate IΓ(F ). Therefore, IΓ(F ) is type I.

Similarly, if B is a von Neumann algebra and F is also a von Neumann B–module, then the

product system IΓs¯(F ) is type Is. So far, it need not be type Isn. Only if F is a two-sided von

Neumann module, then IΓs¯(F ) is a time ordered product system of von Neumann modules

and, therefore, type Isn. We will use these notions interchangeably. If F is centered (for some

topology) then the exponential units to elements in the center of F are already generating

for that topology. Theorem 2.3.11 and Observation 2.3.14 tell us that for both IΓ¯(F ) and

IΓs¯(F ) the set S = Uc(F ) = {ξ¯(β, ζ) : β ∈ B} has no proper extension such that the

CPD-semigroup associated with this extension is still uniformly continuous. (U ¹ Uc(F ) is

maximal continuous.)

4.3 CPD-semigroups and product systems

In this Section we construct for each CPD-semigroup T on S a product system E¯ with a

generating set of units such that T is recovered as in Proposition 4.2.5 by matrix elements

with these units. The construction is a direct generalization from CP-semigroups to CPD-

semigroups of the construction in [BS00], and it contains the case of CP-semigroups as the

special case where S consists of one element.

The idea can be looked up from the proof of Proposition 4.2.6 together with Example 2.1.6

and its generalization to completely positive definite kernels by the methods in in Section 2.2

and Observation 3.4.3. Indeed, the two-sided submodule of ES
t in Proposition 4.2.6 generated

by {ξt (ξ¯ ∈ S)} is just the Kolmogorov module Ĕt of the kernel Ut ¹ S ∈ KS(B). Splitting ξt

into ξt−s¯ ξs (for all ξ¯ ∈ S), as done in that proof, means to embed Ĕt into the bigger space

Ĕt−s ¯ Ĕs. By definition we obtain all of ES
t , if we continue this procedure by splitting the

interval [0, t) into more and more disjoint subintervals. In other words, ES
t is the inductive

limit over tensor products of an increasing number of Kolmogorov modules Ĕti (ti summing

up to t) of Uti ¹ S.

For a general CPD-semigroup T on some set S we proceed precisely in the same way, with

the only exception that now the spaces ES
t do not yet exist. We must construct them. So

let (Ĕt, ξ̆t) denote the Kolmogorov decomposition for Tt, where ξ̆t : σ 7→ ξ̆σ
t is the canonical

embedding. (Observe that Ĕ0 = B and ξ̆σ
0 = 1 for all σ ∈ S.) Let t = (tn, . . . , t1) ∈ Jt. We

define

Ĕt = Ĕtn ¯ . . .¯ Ĕt1 and Ĕ() = Ĕ0.
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In particular, we have Ĕ(t) = Ĕt. By obvious generalization of Example 2.1.6

ξ̆σ
t 7−→ ξ̆σ

t := ξ̆σ
tn ¯ . . .¯ ξ̆σ

t1

defines an isometric two-sided homomorphism βt(t) : Ĕt → Ĕt.

Now suppose that t = (tn, . . . , t1) = sm ` . . . ` s1 ≥ s = (sm, . . . , s1) with |sj| = sj. By

βts = βsm(sm) ¯ . . .¯ βs1(s1)

we define an isometric two-sided homomorphism βts : Ĕs → Ĕt. Obviously, βtrβrs = βts for

all t ≥ r ≥ s. See the appendix of [BS00] for details about inductive limits. We obtain the

following result.

4.3.1 Proposition. The family
(
Ĕt

)
t∈Jt together with

(
βts

)
s≤t

forms an inductive system of

pre-Hilbert B–B–modules. Hence, also the inductive limit Et = lim ind
t∈Jt

Ĕt is a pre-Hilbert

B–B–module and the canonical mappings it : Ĕt → Et are isometric two-sided homomor-

phisms.

In order to distinguish this inductive limit, where the involved isometries preserve left

multiplication, from a different one in Section 4.4, where this is not the case, we refer to it as

the two-sided inductive limit. This is a change of nomenclature compared with [BS00], where

this limit was refered to as the first inductive limit.

Before we show that the Et form a product system, we observe that the elements ξ̆σ
t

survive the inductive limit.

4.3.2 Proposition. Let ξσ
t = i(t)ξ̆

σ
t for all σ ∈ S. Then itξ̆

σ
t = ξσ

t for all t ∈ Jt. Moreover,

〈ξσ
t , bξσ′

t 〉 = Tσ,σ′
t (b). (4.3.1)

Proof. Let s, t ∈ Jt and choose r, such that r ≥ s and r ≥ t. Then isξ̆
σ
s = irβrsξ̆

σ
s = irξ̆

σ
r =

irβrtξ̆
σ
t = itξ̆

σ
t .

Moreover, 〈ξσ
t , bξσ′

t 〉 = 〈i(t)ξ̆σ
t , bi(t)ξ̆

σ′
t 〉 = 〈i(t)ξ̆σ

t , i(t)bξ̆
σ′
t 〉 = 〈ξ̆σ

t , bξ̆σ′
t 〉 = Tσ,σ′

t (b).

4.3.3 Corollary. (ξσ
t )∗it = ξ̆σ∗

t for all t ∈ Jt. Therefore, ξ̆σ∗
t βts = ξ̆σ∗

s for all s ≤ t.

4.3.4 Remark. Clearly, E0 = Ĕ0 = B and ξσ
0 = ξ̆σ

0 = 1 such that Et = E0 ¯ Et = ξ0 ¯ Et

in the identification according to Definition 2.1.2.

4.3.5 Theorem. The family E¯ =
(
Et

)
t∈T (with Et as in Proposition 4.3.1) forms a product

system. Each of the families ξσ¯ =
(
ξσ
t

)
t∈T (with ξσ

t as in Proposition 4.3.2) forms a unit

and the set U(S) = {ξσ¯ (σ ∈ S)} of units is generating for E¯.
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Proof. Let s, t ∈ T and choose s ∈ Js and t ∈ Jt. Then the proof that the Et form a

product system is almost done by observing that

Ĕs ¯ Ĕt = Ĕs`t. (4.3.2)

From this, intuitively, the mapping ust : isxs ¯ ityt 7→ is`t(xs ¯ yt) should define a surjective

isometry. Surjectivity is clear, because (as in the proof of Proposition 4.2.6) elements of

the form is`t(xs ¯ yt) are total in Ĕs+t. To see isometry we observe that isxs = iŝβŝsxs and

ityt = îtβt̂tyt for t̂ ≥ t and ŝ ≥ s. Similarly, is`t(xs ¯ yt) = iŝ ˆ̀t(βŝsxs ¯ βt̂tyt). Therefore, for

checking the equation

〈isxs ¯ ityt, is′x
′
s′ ¯ it′y

′
t′〉 = 〈is`t(xs ¯ yt), is′`t′(x

′
s′ ¯ y′t′)〉

we may assume that t′ = t and s′ = s. Now isometry is clear, because both is¯ it : Ĕs¯ Ĕt →
Es ¯ Et and is`t : Ĕs`t = Ĕs ¯ Ĕt → Ĕs+t are (two-sided) isometries. The associativity

condition follows directly from associativity of (4.3.2).

The fact that the ξσ
t form a unit is obvious from Proposition 4.3.2 and Observation

3.4.3. The set U(S) of units is generating, because Et is generated by vectors of the form

it(bnξ̆n
tn ¯ . . .¯ b1ξ̆

1
t1
b0) (bi ∈ B, ξi¯ ∈ U(S)).

4.3.6 Remark. We, actually, have shown, using the identifications (4.1.2) and (4.3.2), that

is ¯ it = is`t.

4.3.7 Definition. We refer to E¯ as the GNS-system of T. Proposition 4.2.6 tells us that

the pair (E¯, U(S)) is determined up to isomorphism by the requirement that U(S) be

a generating set of units fufilling (4.3.1). We refer to E ¯̄ as the GNS-system of Hilbert

modules. If B is a von Neumann algebra and T a normal CPD-semigroup, then all E
s

t are

von Neumann modules. We refer to E ¯̄ s

as the GNS-system of von Neumann modules.

4.4 Unital units, E0–semigroups and local cocycles

In this section we provide the necessary results to replace the continuity of the units in

Theorem 2.3.11 (which is a property relative to IΓ(F )) by an intrinsic property of IΓ¯(F ).

Without these results we cannot show Lemma 5.3.1.

A unit vector ξ ∈ E gives rise to an isometric embedding ξ ¯ id : F → E ¯ F, y 7→
ξ ¯ y with adjoint ξ∗ ¯ id : x ¯ y 7→ 〈ξ, x〉y. Hence, we may utilize a unital unit ξ¯ for

a product system E¯ to embed Es into Et for t ≥ s and, finally, end up with a second

inductive limit (in the nomenclature of [BS00]). However, since the embeddings no longer

preserve left multiplication, we do not have a unique left multiplication on the inductive limit

E = lim ind
t→∞

Et. We, therefore, refer to it as the one-sided inductive limit. The identification

by (4.1.2) has a counter part obtained by sending, formally, s to ∞. The embedding of
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Ba(Es) into Ba(Es+t), formally, becomes an embedding Ba(E“∞”) into Ba(E“∞+ t”), i.e. an

endomorphism of Ba(E). This endomorphism depends, however, on t. The family formed

by all these endomorphisms turns out to be an E0–semigroup.

Let t, s ∈ T with t ≥ s. We define the isometry

γts = ξt−s ¯ id : Es −→ Et−s ¯ Es = Et.

Let t ≥ r ≥ s. Since ξ¯ is a unit, we have

γts = ξt−s ¯ id = ξt−r ¯ ξr−s ¯ id = γtrγrs.

That leads to the following result.

4.4.1 Proposition. The family
(
Et

)
t∈T together with

(
γts

)
s≤t

forms an inductive system

of right pre-Hilbert B–modules. Hence, also the inductive limit E = lim ind
t→∞

Et is a right

pre-Hilbert B–module. Moreover, the canonical mappings kt : Et → E are isometries.

E contains a distinguished unit vector.

4.4.2 Proposition. Let ξ = k0ξ0. Then ktξt = ξ for all t ∈ T. Moreover, 〈ξ, ξ〉 = 1.

Proof. Precisely, as in Proposition 4.3.2.

4.4.3 Theorem. For all t ∈ T we have

E ¯ Et = E, (4.4.1)

extending (4.1.2) in the natural way. Moreover,

E ¯ (Es ¯ Et) = (E ¯ Es)¯ Et. (4.4.2)

Proof. The mapping ut : ksxs ¯ yt 7→ ks+t(xs ¯ yt) defines a surjective isometry. We see

that this is an isometry precisely as in the proof of Theorem 4.3.5. To see surjectivity recall

that any element in E can be written as krxr for suitable r ∈ T and xr ∈ Er. If r ≥ t then

consider xr as an element of Er−t ¯ Et and apply the prescription to see that krxr is in the

range of ut. If r < t, then apply the prescription to ξ0 ¯ γtrxr ∈ E0 ¯ Et. Of course,

us+t(id¯ust) = ut(us ¯ id) (4.4.3)

which, after the identifications (4.4.1) and (4.1.2), implies (4.4.2).

4.4.4 Corollary. The family ϑ =
(
ϑt

)
t∈T of endomorphisms ϑt : Ba(E) → Ba(E ¯ Et) =

Ba(E) defined by setting

ϑt(a) = a¯ idEt (4.4.4)

is a strict E0–semigroup.
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Proof. The semigroup property follows directly from E ¯ Es+t = E ¯ (Es ¯ Et) = (E ¯
Es)¯Et. Strictness of each ϑt trivially follows from the observation that vectors of the form

x¯ xt (x ∈ E, xt ∈ Et) span E.

4.4.5 Remark. Making use of the identification (4.4.1), the proof of Theorem 4.4.3, actually,

shows that, ks ¯ id = ks+t. Putting s = 0 and making use of Remark 4.3.4, we find

kt = (k0 ¯ id)(ξ0 ¯ id) = ξ ¯ id .

In particular, ξ = ξ ¯ ξt.

4.4.6 Corollary. kt is an element of Ba(Et, E). The adjoint mapping is

k∗t = ξ∗ ¯ id : E = E ¯ Et −→ Et.

Therefore, k∗t kt = idEt and ktk
∗
t is a projection onto the range of kt.

4.4.7 Example. The one-sided inductive limit over the product system IΓ¯(F ) of time or-

dered Fock modules for the vacuum unit ω¯ is just IΓ(F ) and ϑ is the restriction of the time

shift group S on Ba(ĬΓ(F )) to an E0–semigroup on Ba(IΓ(F )).

Let w¯ =
(
wt

)
t∈T be an endomorphism of E¯. Then, clearly, setting wt = id¯wt we

define a local cocycle w =
(
wt

)
t∈T for ϑ (local means that wt commutes with ϑt(B

a(E)),

what is clear because ϑt(B
a(E)) commutes with Ba,bil(Et) = idE ¯Ba,bil(Et) ⊂ Ba(E) and

cocycle means that ws+t = ϑt(ws)wt = wtϑt(ws) and w0 = 1). By [BS00, Lemma 7.5] also

the converse is true.

4.4.8 Theorem. The formula wt = id¯wt establishes a one-to-one correspondence between

local cocycles w for ϑ and endomorphisms w¯ of E¯.

4.4.9 Observation. The E0–semigroup ϑ, or better the space Ba(E) where it acts, depends

highly on the choice of a (unital) unit. (However, if two inductive limits coincide for two

unital units ξ¯, ξ′¯, then the corresponding E0–semigroups are outer conjugate; see [Ske02].)

On the contrary, the set of endomorphisms is an intrinsic property of E¯ not depending on

the choice of a unit. Therefore, we prefer very much to study product systems by properties

of their endomorphisms, instead of cocycles with respect to a fixed E0–semigroup.

4.4.10 Remark. We mention a small error in [BS00] where we did not specify the value of

a cocycle at t = 0, which is, of course, indispensable, if we want that cocycles map units to

units (cf. Observation 4.2.3).

Cocycles may be continuous or not. In Theorem 2.3.11 we have computed all units for

IΓ¯(F ) which are continuous in IΓ(F ). In Example 4.4.7 we explained that IΓ(F ) is the
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one-sided inductive limit over IΓ¯(F ) for the vacuum unit. Now we investigate how such

continuity properties can be expressed intrinsically, without reference to the inductive limit.

We say a unit ξ¯ is continuous, if the associated CP-semigroup T ξ
t (b) = 〈ξt, bξt〉 is uni-

formly continuous. More generally, a set S of units is continuous, if U ¹ S is uniformly

continuous.

4.4.11 Lemma. Let ξ¯ be a unital continuous unit for E¯, and denote by E the one-sided

inductive limit for ξ¯. Let ζ¯ be another unit. Then the following conditions are equivalent.

1. The function t 7→ ξ ¯ ζt ∈ E is continuous.

2. The semigroups Uζ,ξ and T ζ are uniformly continuous.

3. The functions t 7→ 〈ζt, ξt〉 and t 7→ 〈ζt, ζt〉 are continuous.

Moreover, if ζ¯, ζ ′¯ are two units both fulfilling one of the three conditions above, then also the

function t 7→ 〈ζt, ζ
′
t〉 is continuous, hence, also the semigroup Uζ,ζ′ is uniformly continuous.

Proof. The crucial step in the proof is the observation that the norm of mappings on B of

the form b 7→ 〈x, by〉 (for x, y in some pre-Hilbert B–B–module) can be estimated by ‖x‖ ‖y‖.
1⇒2. We have

ξ ¯ ζt+ε − ξ ¯ ζt = ξ ¯ ζε ¯ ζt − ξ ¯ ξε ¯ ζt = ξ ¯ (ζε − ξε)¯ ζt (4.4.5)

so that t 7→ ξ ¯ ζt is continuous, if and only if ‖ζt − ξt‖ → 0 for t → 0. Thus, 1 implies

‖Uζ,ξ
t − id‖ ≤ ‖Uζ,ξ

t − T ξ
t ‖+ ‖T ξ

t − id‖ → 0,

because the norm of Uζ,ξ
t − T ξ

t : b 7→ 〈ζt − ξt, bξt〉 is smaller than ‖ζt − ξt‖ ‖ξt‖ → 0, and

‖T ζ
t − id‖ ≤ ‖T ζ

t − Uζ,ξ
t ‖+ ‖Uζ,ξ

t − id‖ → 0,

because the norm of T ζ
t − Uζ,ξ

t : b 7→ 〈ζt, b(ζt − ξt)〉 is smaller than ‖ζt‖ ‖ζt − ξt‖ → 0 and by

the preceding estimate.

2⇒3 is trivial, so let us come to 3⇒1. We have

‖ζt − ξt‖2 ≤ ‖〈ζt, ζt〉 − 1‖+ ‖〈ζt, ξt〉 − 1‖+ ‖〈ξt, ζt〉 − 1‖+ ‖〈ξt, ξt〉 − 1‖

which tends to 0 for t → 0, if 3 holds. Then (4.4.5) implies continuity of ξ ¯ ζt.

Now let ζ¯, ζ ′¯ be two units fulfilling 3. Then

‖〈ζt, ζ
′
t〉 − 1‖ ≤ ‖〈ζt, ζ

′
t − ξt〉‖+ ‖〈ζt − ξt, ξt〉‖+ ‖〈ξt, ξt〉 − 1‖ → 0

for t → 0 so that t 7→ 〈ζt, ζ
′
t〉 is continuous. As before, this implies that Uζ,ζ′ is uniformly

continuous.

39



The following theorem is simple corollary of Theorem 4.3.5 and Lemma 4.4.11. Taking

into account also the extensions following Corollary 5.4.3 which assert that a continuous unit

is contained in a time ordered product systems of von Neumann B∗∗–B∗∗–modules, and the

fact that by Lemma 3.5.4(2) units in such product systems may be normalized within that

system, one may show that we can drop the assumption in brackets.

4.4.12 Theorem. For a CPD-semigroup T on a set S containing an element σ such that

Tσ,σ is uniformly continuous (and that Tσ,σ
t (1) = 1 for all t ∈ R+) the following statements

are equivalent.

1. T is uniformly continuous.

2. The functions t 7→ Tσ,σ′
t (1) are continuous for all σ, σ′ ∈ S.

3. The functions t 7→ Tσ,σ′
t (1) and t 7→ Tσ′,σ′

t (1) are continuous for all σ′ ∈ S.

The main idea in the proof of Lemma 4.4.11 is that a certain (completely bounded)

mapping can be written as b 7→ 〈x, by〉 for some vectors in some GNS-space. Theorem 4.4.12

is an intrinsic result about CPD-semigroups obtained, roughly speaking, by rephrasing all

statements from Lemma 4.4.11 involving units in terms of the associated CPD-semigroup. It

seems difficult to show Theorem 4.4.12 directly without reference to the GNS-system of the

CPD-semigroup.

Another consequence of Lemma 4.4.11 concerns continuity properties of local cocycles.

4.4.13 Corollary. Let E¯ be generated by a subset S ⊂ U(E¯) of units such that U ¹ S is

a uniformly continuous CPD-semigroup. Let ξ¯ ∈ S be a unital unit, and denote by E the

one-sided inductive limit for ξ¯. Then for a morphism w¯ and the associated local cocycle

w =
(
id¯wt

)
t∈T the following equivalent conditions

1. The CPD-semigroup U ¹ (S ∪ w¯S) (see Observation 4.2.3) is uniformly continuous.

(In particular, if S is maximal continuous, then w¯ leaves S invariant.)

2. For some ξ′¯ ∈ S all functions t 7→ 〈ξ′t, ζt〉, t 7→ 〈ζt, ζt〉 (ζ¯ ∈ w¯S) are continuous.

both imply that w is strongly continuous.

Proof. By simple applications of Lemma 4.4.11, 1 and 2 are equivalent, and for the remain-

ing implication it is sufficient to choose ξ′¯ = ξ¯. So assume that all functions t 7→ 〈ζt, ζt〉,
t 7→ 〈ξt, ζt〉 (ζ¯ ∈ S ∪ w¯S) are continuous. Then

‖wtζt − ζt‖ = ‖ξ ¯ wtζt − ξ ¯ ζt‖ ≤ ‖ξ ¯ wtζt − ξ‖+ ‖ξ ¯ ζt − ξ‖ → 0 (4.4.6)

for t → 0. Applying ws+ε − ws = id¯(wε − idEε)¯ ws to a vector of the form ξ ¯ xt where

xt ∈ Et is as in (4.2.3), we conclude from (4.4.6) (choosing ε > 0 so small that wε − idEε
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comes to act on a single unit only) that the function s 7→ ws(ξ¯ xt) is continuous. Since the

vectors ξ ¯ xt span E, w is strongly continuous.

4.4.14 Observation. If w is bounded locally uniformly (for instance, if w¯ is contractive)

or, equivalently, if the extension of w to E is also strongly continuous, then also the reverse

implication holds. (We see by the same routine arguments that the inner product 〈ξt, wtζt〉 =

〈ξ¯ ξt, ξ¯wtζt〉 = 〈ξ, wt(ξ¯ ζt)〉 depends continuously on t and, similarly, also 〈wtζt, wtζt〉.)

4.4.15 Definition. A morphism w¯ is continuous, if S ∪w¯S is continuous for some gener-

ating continuous subset of units.

5 Type I product systems

In this chapter we show that type Is product systems of von Neumann modules are time

ordered Fock modules. This is the analogue of Arveson’s result that type I Arveson systems

are symmetric Fock spaces [Arv89].

In Section 5.1 we show that a product system is contained in a time ordered product

system, if it contains at least one (continuous) central unit. In Section 5.2 we study the con-

tinuous endomorphisms of the time ordered Fock module. We find its projection morphisms.

In Section 5.3 and provide a necessary and sufficient criterion for that a given set of (contin-

uous) units is (strongly) generating. The basic idea (used by Bhat [Bha01] for a comparable

purpose) is that a product system of von Neumann modules is generated by a set of units, if

and only if there is precisely one projection endomorphism (namely, the idenity morphism),

leaving the units of this set invariant. In Section 5.4 we utilize the Christensen-Evans Lemma

C.2 to show that the GNS-system of a uniformly continuous CPD-semigroup has a central

unit and, therefore, is contained in a time ordered Fock module by Section 5.1. By Section

5.3 these units generate a whole time ordered subsystem. We point out that the result by

Christensen and Evans is equivalent to show existence of a central unit in any type Is system.

5.1 Central units in type I product systems

In this section we show that type I product systems are contained in time ordered Fock

modules, if at least one of the continuous units is central. So let ω¯ be a central unit in an

arbitrary product system and let ξ¯ be any other unit. Then

Uξ,ω
t (b) = 〈ξt, bωt〉 = 〈ξt, ωt〉b = Uξ,ω

t (1)b (5.1.1)

and

Uξ,ω
s+t(1) = Uξ,ω

t (Uξ,ω
s (1)) = Uξ,ω

t (1)Uξ,ω
s (1).
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In other words, Uξ,ω(1) is a semigroup in B and determines Uξ,ω by (5.1.1). In particular,

Uω,ω(1) is a semigroup in CB(B). If ω¯ is continuous, then all Uω,ω
t (1) are invertible. Hence-

forth, we may assume without loss of generality that ω¯ is unital, i.e. T ω = id is the trivial

semigroup.

5.1.1 Lemma. Let ω¯ be a central unital unit and let ξ¯ be another unit for a product

system E¯ such that the CPD-semigroup U ¹ {ω¯, ξ¯} is uniformly continuous. Let β ∈ B
denote the generator of the semigroup Uω,ξ(1) in B, i.e. Uω,ξ

t (1) = etβ, and let Lξ denote the

generator of the CP-semigroup T ξ on B. Then the mapping

b 7−→ Lξ(b)− bβ − β∗b (5.1.2)

is completely positive, i.e. Lξ is a CE-generator.

Proof. We consider the CP-semigroup U(2) =
(
U

(2)
t

)
t∈R+

on M2(B) with U
(2)
t =

(
Uω,ω

t

Uξ,ω
t

Uω,ξ
t

Uξ,ξ
t

)

whose generator is

L(2)

(
b11 b12

b21 b22

)
=

d

dt

∣∣∣∣
t=0

(
Uω,ω

t (b11) Uω,ξ
t (b12)

Uξ,ω
t (b21) Uξ,ξ

t (b22)

)
=

(
0 b12β

β∗b21 Lξ(b22)

)
.

By Theorem 3.4.7 and Lemma 3.4.6 L(2) is conditionally completely positive. Let Ai = ( 0
ai

0
ai
)

and Bi =
(
0
0
−bi
bi

)
. Then AiBi = 0, i.e.

∑
i

AiBi = 0, so that

0 ≤
∑
i,j

B∗
i L

(2)(A∗
i Aj)Bj =

∑
i,j

B∗
i

(
0 a∗i ajβ

β∗a∗i aj Lξ(a∗i aj)

)
Bj

=
∑
i,j

(
0 0

0 b∗i
(Lξ(a∗i aj)− a∗i ajβ − β∗a∗i aj

)
bj

)
.

This means that (5.1.2) is completely positive.

Now we show how the generator of CPD-semigroups (i.e. many units) in product systems

with a central unit boils down to the generator Lξ of a CP-semigroup (i.e. a single unit) as

in Lemma 5.1.1. Once again in these notes, we exploit the ideas of Section 2.2.

5.1.2 Theorem. Let E¯ be a product system with a subset S ⊂ U(E¯) of units and a central

(unital) unit ω¯ such that U ¹ S ∪ {ω¯} is a uniformly continuous CPD-semigroup. Then

the generator L of the (uniformly continuous) CPD-semigroup T = U ¹ S is a CE-generator.

Proof. For ξ¯ ∈ S denote by βξ ∈ B the generator of the semigroup Uω,ξ(1) in B. We claim

as in Lemma 5.1.1 that the kernel L0 on S defined by setting

Lξ,ξ′
0 (b) = Lξ,ξ′(b)− bβξ′ − β∗ξ b
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(for (ξ¯, ξ′¯) ∈ S × S) is completely positive definite, what shows the theorem. By Lemma

3.2.1(4) it is equivalent to show that the mapping L
(n)
0 on Mn(B) defined by setting

(
L

(n)
0 (B)

)
ij

= Lξi,ξj

(bij)− bijβξj − β∗ξibij

is completely positive for all choices of n ∈ N and ξi¯ ∈ S (i = 1, . . . , n).

First, observe that by Section 2.2 Mn(E¯) =
(
Mn(Et)

)
t∈T is a product system of Mn(B)–

Mn(B)–modules. Clearly, the diagonal matrices Ξt ∈ Mn(Et) with entries ξi
tδij form a unit

Ξ¯ for Mn(E¯). Moreover, the unit Ω¯ with entries δijω
¯ is central and unital. For the units

Ω¯ and Ξ¯ the assumptions of Lemma 5.1.1 are fulfilled. The generator β̂ of the semigroup

UΩ,Ξ(1) is the matrix with entries δijβξi . Now (5.1.2) gives us back L
(n)
0 which, therefore, is

completely positive.

5.1.3 Corollary. The GNS-system E¯ of T is embeddable into a time ordered product sys-

tem. More precisely, let (F, ζ) be the (completed) Kolmogorov decomposition for the kernel

L0 with the canonical mapping ζ : ξ¯ 7→ ζξ. Then

ξ¯ 7−→ ξ¯(βξ, ζξ)

extends as an isometric morphism E¯ → IΓ¯(F ).

Notice that (in the notations of Theorem 5.1.2) the preceding morphism may be extended

to ESω
¯

where Sω = S ∪ {ω¯}, by sending ω¯ ∈ U(E¯) to ω¯ ∈ Uc(F ).

5.2 Morphisms of the time ordered Fock module

In the preceding section we found that, roughly speaking, type I product systems with a

central unit may be embedded into a time ordered Fock module. In the following section we

want to find criteria to decide, whether this Fock module is generated by such a subsystem.

To that goal, in this section we study the endomorphisms of IΓ¯(F ).

After establishing the general form of (possibly unbounded, but adjointable) continuous

morphisms, we find very easily characterizations of isometric, coisometric, unitary, positive,

and projection morphisms. The generalizations of ideas from Bhat’s “cocycle computations”

in [Bha01] are straightforward. Contractivity requires slightly more work and, because we

do not need it for our main goal, we postpone it to Appendix A.

Besides (4.1.3), the crucial property of a morphism is to consist of adjointable mappings.

Adjointability, checked on some total subset of vectors, assures well-definedness by Obser-

vation 2.1.1. If w¯ is a morphism (on an algebraic product system) except that the wt are

allowed to be unbounded, then we speak of a possibly unbounded morphism. As product

systems we consider the algebraic subsystems IΓUc¯(F ) =
(
IΓUc

t (F )
)

t∈R+
of the time ordered

systems IΓ¯(F ) which are generated by the sets Uc(F ) of continuous units.
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Recall that a continuous morphism w¯ of time ordered Fock modules corresponds to a

transformation

ξ¯(β, ζ) 7−→ ξ¯(γw(β, ζ), ηw(β, ζ)) (5.2.1)

among sets of continuous units. We want to know which transformations of the parameter

space B × F of the continuous units define operators wt by extending (5.2.1) to vectors of

the form (4.2.3).

5.2.1 Theorem. Let F and F ′ be Hilbert B–B–modules. Then setting

wtξt(β, ζ) = ξt

(
γ + β + 〈η, ζ〉 , η′ + aζ

)
(5.2.2)

we establish a one-to-one correspondence between possibly unbounded continuous morphisms

w¯ =
(
wt

)
t∈R+

from IΓUc¯(F ) to IΓUc¯(F ′) and matrices

Γ =

(
γ η∗

η′ a

)
∈ Ba,bil(B ⊕ F,B ⊕ F ′) =

(
CB(B) CB(F )∗

CB(F ′) Ba,bil(F, F ′)

)
.

Moreover, the adjoint of w¯ is given by the adjoint matrix Γ∗ =
(

γ∗
η

η′∗
a∗

)

Proof. From bilinearity and adjointability of wt we have

〈
ξt(β, ζ) , bξt

(
γw∗(β

′, ζ ′), ηw∗(β
′, ζ ′)

)〉
=

〈
ξt

(
γw(β, ζ), ηw(β, ζ)

)
, bξt(β

′, ζ ′)
〉

(5.2.3)

for all t ∈ R+, β, β′ ∈ B, ζ ∈ F , ζ ′ ∈ F ′ or, equivalently, by differentiating at t = 0 and

(3.5.2)

〈
ζ, bηw∗(β

′, ζ ′)
〉

+ bγw∗(β
′, ζ ′) + β∗b =

〈
ηw(β, ζ), bζ ′

〉
+ bβ′ + γw(β, ζ)∗b. (5.2.4)

It is easy to check that validity of (5.2.2) implies (5.2.4) and, henceforth, (5.2.3). Therefore,

(5.2.2) defines a unique adjointable bilinear operator ŵt from the bimodule generated by all

ξt(β, ζ) (β ∈ B, ζ ∈ F ) (i.e. the Kolmogorov decomposition of Ut ¹ Uc(F )) into IΓUc
t (F ′). It

is clear that (as in the proof of Proposition A.6) the ŵt define an operator on IΓUc
t (F ), that

this operator is the extension of (5.2.1) to vectors of the form (4.2.3), and that the operators

fulfill (4.1.3). We put w0 = idB, and the wt form a morphism.

It remains to show that (5.2.2) is also a necessary condition on the form of the functions

γw : B × F → B and ηw : B × F → F ′. Putting ζ = 0, ζ ′ = 0 in (3.5.2), we find

bγw∗(β
′, 0) + β∗b = bβ′ + γw(β, 0)∗b. (5.2.5)

Putting also β = β′ = 0 and b = 1, we find γw∗(0, 0)∗ = γw(0, 0). We denote this element of

B by γ. Reinserting arbitrary b ∈ B, we find that γ ∈ CB(B). Reinserting arbitrary β ∈ B,

we find γw(β, 0) = γ + β and, similarly, γw∗(β
′, 0) = γ∗ + β′.
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Putting in 5.2.4 ζ = 0, inserting γw(β, 0)∗ and subtracting β∗b, we obtain

bγw∗(β
′, ζ ′) =

〈
ηw(β, 0), bζ ′

〉
+ bβ′ + γ∗b =

〈
ηw(β, 0), bζ ′

〉
+ bγw∗(β

′, 0)

(recall that γ commutes with b), or

bγw∗(β
′, ζ ′)− bγw∗(β

′, 0) =
〈
ηw(β, 0), bζ ′

〉
. (5.2.6)

We obtain a lot of information. Firstly, the left-hand side and the right-hand side cannot

depend on β′ and β, respectively. Therefore, ηw(β, 0) = ηw(0, 0) which we denote by η′ ∈ F ′.

Secondly, we put b = 1 and multiply again with an arbitrary b ∈ B from the left. Together

with the original version of (5.2.6) we obtain that η′ ∈ CB(F ′). Finally, with b = 1 we

obtain γw∗(β
′, ζ ′) = γ∗ + β′ + 〈η′, ζ ′〉. A similar computation starting from ζ ′ = 0, yields

ηw∗(β
′, 0) = ηw∗(0, 0) = η for some η ∈ CB(F ) and γw(β, ζ) = γ + β + 〈η, ζ〉.

Inserting the concrete form of γw(∗) into (5.2.4) and subtracting γ∗b + bβ′ + β∗b = bγ∗ +

bβ′ + β∗b, we obtain

〈
ζ, bηw∗(β

′, ζ ′)
〉

+ b〈η′, ζ ′〉 =
〈
ηw(β, ζ), bζ ′

〉
+ 〈ζ, η〉b. (5.2.7)

Again, we conclude that ηw∗(β
′, ζ ′) = ηw∗(0, ζ

′) and ηw(β, ζ) = ηw(0, ζ) cannot depend on β′

and β, respectively. Putting b = 1, we find
〈
ζ , ηw∗(0, ζ

′)−η
〉

=
〈
ηw(0, ζ)−η′ , ζ ′

〉
. It follows

that the mapping a : ζ 7→ ηw(0, ζ)− η′ has an adjoint, namely, a∗ : ζ ′ 7→ ηw∗(0, ζ
′)− η. Since

F and F ′ are complete, a is an element of Ba(F, F ′). Inserting a and a∗ in (5.2.7), and taking

into account that η and η′ are central, we find that a ∈ Ba,bil(F, F ′), and ηw(β, ζ) = η′ + aζ

and ηw∗(β
′, ζ ′) = η + a∗ζ ′ as desired.

5.2.2 Corollary. A (possibly unbounded) continuous endomorphism w¯ of IΓUc¯(F ) is self-

adjoint, if and only if Γ is self-adjoint.

Of course, the correspondence is not functorial in the sense that ww′¯ =
(
wtw

′
t

)
t∈R+

is

not given by ΓΓ′. However, we easily check the following.

5.2.3 Corollary. Let w¯ be a morphism with matrix Γ. Then




1 0 0

γ 1 η∗

η′ 0 a







1

β

ζ


 =




1

γw(β, ζ)

ζw(β, ζ)


 and the mapping w¯ 7−→ Γ̂ =




1 0 0

γ 1 η∗

η′ 0 a




is functorial in the sense that Γ̂′′ = Γ̂Γ̂′ for w′′¯ = ww′¯.

5.2.4 Corollary. The continuous morphism w¯ with the matrix Γ =
(γ

η′
η∗
a

)
is isometric, if

and only if a is isometric, η′ ∈ CB(F ′) arbitrary, η = −a∗η′, and γ = ih − 〈η′,η′〉
2

for some

h = h∗ ∈ CB(B). It is coisometric, if and only if a is coisometric, η ∈ CB(F ) arbitrary,
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η′ = −aη, and γ = ih− 〈η,η〉
2

for some h = h∗ ∈ CB(B). It is unitary (i.e. an isomorphism),

if and only if a is unitary, η ∈ CB(F ) arbitrary, η′ = −aη, and γ = ih − 〈η,η〉
2

for some

h = h∗ ∈ CB(B) or, equivalenty, if a is unitary, η′ ∈ CB(F ′) arbitrary, η = −a∗η′, and

γ = ih− 〈η′,η′〉
2

for some h = h∗ ∈ CB(B).

The form of these conditions reminds us very much of the form of the corresponding

conditions for solutions of quantum stochastic differential equations; see e.g. [Ske00c].

After the characterizations of isomorphisms we come to projections. Of course, a projec-

tion endomorphism must be self-adjoint and so must be its matrix.

5.2.5 Corollary. A continuous endomorphism w¯ of IΓUc¯(F ) is a projection morphism, if

and only if its matrix Γ has the form

Γ =

(
−〈η, η〉 η∗

η p

)

where p is a projection in Ba,bil(F ), and η ∈ (1− p)CB(F ).

Since a continuous morphism of a product system IΓ¯(F ) or IΓs¯(F ) (or between such)

sends continuous units to continuous units, it restricts to a morphism of IΓUc¯(F ) (or between

such). Therefore, all characterizations extend to the case of Hilbert modules and the case of

von Neumann modules.

5.3 Strongly generating sets of units

Now we characterize strongly generating sets of continuous units for time ordered product

systems of von Neumann modules. The idea is that, if a set of units is not strongly generating,

then by Observation 4.1.2 there exists a non-trivial projection morphism onto the subsystem

generated by these units. In order to apply our methods we need to know that this morphism

is continuous.

5.3.1 Lemma. Let p¯ be a projection morphism leaving invariant (i.e. pξ¯ = ξ¯ for all ξ¯ ∈
S) a non-empty subset S ⊂ Uc(F ) of continuous units for IΓs¯(F ). Then p¯ is continuous.

Proof. By Lemma 3.5.4(2), the completion (therefore, a fortiori the strong closure) of what

a single continuous unit ξ¯(β, ζ) ∈ S generates in a time ordered system contains the unital

unit ξ¯
(− 〈ζ,ζ〉

2
, ζ

)
. Therefore, we may assume that S contains a unital unit ξ¯. Now let ξ′¯

be an arbitrary continuous unit. Then the function t 7→ 〈ξt, ptξ
′
t〉 = 〈ptξt, ξ

′
t〉 = 〈ξt, ξ

′
t〉 is

continuous. Moreover, we have

〈ptξ
′
t, ptξ

′
t〉 − 〈ξt, ξt〉 = 〈ξ′t − ξt, ptξ

′
t〉+ 〈ξt, pt(ξ

′
t − ξt)〉 → 0
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for t → 0. From this it follows as, for instance, in (4.4.5) that also the function t 7→ 〈ptξ
′
t, ptξ

′
t〉

is continuous. By Lemma 4.4.11 also the unit pξ′¯ is continuous. As ξ′¯ was arbitrary, p¯ is

continuous.

5.3.2 Theorem. Let F be a von Neumann B–B–module and let S ⊂ Uc(F ) be a continuous

subset of units for IΓs¯(F ). Then S is strongly generating, if and only if the B–B–submodule

F0 =
{ n∑

i=1

aiζibi

∣∣ n ∈ N ; ζi ∈ SF ; ai, bi ∈ B :
n∑

i=1

aibi = 0
}

(5.3.1)

of F is strongly dense in F , where SF =
{
ζ ∈ F | ∃ β ∈ B : ξ¯(β, ζ) ∈ S

}
.

Proof. Denote by IΓS¯ the strong closure of the product subsystem of IΓs¯(F ) generated

by the units in S. We define another B–B–submodule

F 0 =
{ n∑

i=1

aiζibi

∣∣ n ∈ N ; ζi ∈ SF ; ai, bi ∈ B
}

of F . We have F ⊃ F 0
s ⊃ F0

s
. Denote by p0 and p0 in Ba,bil(F ) the projections onto F0

s
and

F 0
s
, respectively. (Since F0

s
and F 0

s
are von Neumann modules, the projections exist, and

since F0
s
and F 0

s
are B–B–submodules, the projections are bilinear.) We have to distinguish

three cases.

(i) F 6= F 0
s
. In this case p0 6= 1 and the matrix

(
0
0

0
p0

)
defines a non-trivial projection

morphism leaving IΓS¯ invariant.

(ii) F = F 0
s 6= F0

s
. Set q = 1− p0. We may rewrite an arbitrary element of F 0 as

n∑
i=1

aiζibi =
n∑

i=1

(aiζi − ζiai)bi +
n∑

i=1

(ζiai − ζai)bi + ζ

n∑
i=1

aibi,

where ζ ∈ SF is arbitrary. We find q
n∑

i=1

aiζibi = qζ
n∑

i=1

aibi. Putting ai = bi = 1δik, we see

that the element η = qζ cannot depend on ζ. Varrying ak = b for ζk = ζ, we see that bη = ηb,

i.e. η ∈ CB(F ). Finally, p0 6= 1 and η 6= 0. Hence, the matrix
(−〈η,η〉

η
η∗
p0

)
defines a non-trivial

projection morphism leaving IΓS¯ invariant.

(iii) F = F 0
s

= F0
s
. Consider the projection morphism with matrix

(−〈η,η〉
η

η∗
p

)
and

suppose that it leaves IΓS¯ invariant. Then ζ = η+pζ for all ζ ∈ SF . Since η is in the center,

an element in F0 written as in (5.3.1) does not change, if we replace ζi with pζi. It follows

pF = pF0
s
= F0

s
= F , whence p = 1 and η = (1− p)η = 0. Therefore, the only (continuous)

projection morphism leaving IΓS¯ invariant is the identity morphism.

5.3.3 Corollary. A single unit ξ¯(β, ζ) is generating for IΓs¯(F ), if and only if

F = spans{(bζ − ζb)b′ : b, b′ ∈ B}.
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5.3.4 Remark. In the case where B = B(G) for some separable Hilbert space G we have

F = B(G,G ⊗̄ H) where H ∼= id⊗H = CB(F ) is the center of F and ζ =
∑
n

bn ⊗ en for some

ONB
(
en

)
n∈N

(N a subset of N) and bi ∈ B such that
∑
n

b∗nbn < ∞. The condition stated in

Bhat [Bha01], which, therefore, should be equivalent to our cyclicity condition in Corollary

5.3.3, asserts that the set {1, b1, b2, . . .} should be linearly independent in a certain sense

(stronger than usual linear independence).

5.3.5 Observation. We see explicitly that the property of the set S to be generating or not

is totally independent of the parameters βi of the units ξ¯(βi, ζi) in S. Of course, we new

this before from the proof of Lemma 5.3.1.

5.3.6 Remark. We may rephrase Step (ii) as F 0
s

= F0
s ⊕ qB for some central projection

in q ∈ B such that qB is the strongly closed ideal in B generated by 〈η, η〉. By the same

argument as in Step (iii) we obtain the most important consequence.

5.3.7 Corollary. The mapping

ξ¯(β, ζ) 7−→ ξ¯
(
β + 〈η,η〉

2
, ζ − η

)

(which is isometric by (2.3.5)) extends as an isomorphism from the subsystem of IΓs¯(F )

generated by S onto IΓs¯(F0
s
). In other words, each strongly closed product subsystem of

the time ordered product system IΓs¯(F ) of von Neumann modules generated by a subset

S ⊂ Uc(F ) of continuous units, is isomorphic to a time ordered product system of von

Neumann modules over a von Neumann submodule of F .

5.3.8 Remark. If F0
s 6= F 0

s
, then, clearly, the subsystem isomorphic to IΓs¯(F0

s
) does not

coincide with the subsystem IΓs¯(F0
s
). It does not even contain the vacuum unit of IΓs¯(F ).

5.3.9 Remark. If S contains a unit ξ¯(β0, ζ0) with ζ0 = 0 (in other words, as for the

condition in Theorem 5.3.2 we may forget about β0, if S contains the vacuum unit ω¯ =

ξ¯(0, 0)), then F0 = F 0. (Any value of
n∑

i=1

aibi may be compensated in
n∑

i=0

aibi by a suitable

choice of a0, b0, because a0ζ0b0 does not contribute to the sum
n∑

i=0

aiζibi.) We obtain a strong

version of Theorem 3.5.5.

5.4 Type Is
n product systems

5.4.1 Theorem. Let T =
(
Tt

)
t∈R+

be a normal uniformly continuous CP-semigroup on a

von Neumann algebra B. Let F , ζ ∈ F , and β ∈ B be as in Theorem C.4 (by [CE79]), i.e. F

is a von Neumann B–B–module such that F = spans{(bζ − ζb)b′ : b, b′ ∈ B} and T (β,ζ) = T .

Then the strong closure of the GNS-system of T is (up to isomorphism) IΓs¯(F ) and the

generating unit is ξ¯(β, ζ). Here F and ξ¯(β, ζ) are determined up to unitary isomorphism.
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Proof. This is a direct consequence of Theorem C.4 and Corollary 5.3.3 of Theorem 5.3.2.

Proof of Theorem 3.5.2. By Theorem 5.4.1 the subsystem of the GNS-system generated

by a single unit in S has a central (continuous) unit. By Theorem 5.1.2 the generator of T is a

CE-generator. The uniqueness statement follows as in Corollary 5.3.7 from the construction

of the module F0
s
.

5.4.2 Theorem. Type Is
n product systems are time ordered product systems of von Neumann

modules.

Proof. By Theorem 3.5.2 (and Corollary 5.1.3) a type Isn product system is contained in a

time ordered product system. By Corollary 5.3.7 it is all of a time ordered product system.

5.4.3 Corollary. The (strong closure of the) GNS-system of a uniformly continuous normal

CPD-semigroup is a time ordered product system of von Neumann modules.

• • •

Extensions. Section 5.1 works for Hilbert modules F (even for pre-Hilbert modules, but

honestly speaking, it is not reasonable to do so, because the construction of sufficiently many

units in a time ordered Fock modules involves norm limits). Also the analysis of continuous

morphisms in Section 5.2 works for Hilbert modules. In the proof of Theorem 5.3.2 we need

projections onto submodules in two different places. Firstly, we need the projections onto the

submodules F0
s

and F 0
s

of F . Secondly, if S is not strongly generating, then there should

exists projections onto the members of the subsystem strongly generated by S.

For both it is sufficient that F is a right von Neumann module (the left action of B need

not be normal). Then the projections onto F0
s

and F 0
s
, clearly, exist. But, also for the

second condition we simply may pass to the strong closure of the members of the product

systems. (For this it is sufficient that B is a von Neumann algebra. Left multiplication

by b ∈ B is strongly continuous as operation on the module. It just may happen that left

multiplication is not strongly continuous as mapping b 7→ bx.) This even shows that IΓ¯(F )

and IΓs¯(F ) have the same continuous morphisms (in particular, projection morphisms), as

soon as F is a right von Neumann module (of course, still a Hilbert B–B–module), because

any continuous morphism leaves invariant the continuous units and whatever is generated by

them in whatever topology.

As Lemma C.2 does not need normality, Theorem 5.4.1 remains true for uniformly contin-

uous CP-semigroups (still on a von Neumann algebra). We find Theorem 3.5.2 for uniformly

continuous CPD-semigroups. Consequently, Theorem 5.4.2 remains true for type Is product

systems of (right) von Neumann modules and Corollary 5.4.3 remains true for uniformly

continuous CPD-semigroups on von Neumann algebras.
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Finally, all results can be extended in the usual way to the case when B is a (unital)

C∗–algebra, by passing to the bidual B∗∗. We obtain then the weaker statements that the type

I product systems and GNS-systems of uniformly continuous CPD-semigroups are strongly

dense subsystems of product systems of von Neumann modules associated with time ordered

Fock modules. Like in the case of the CE-generator, we can no longer guarantee that the

inner products of the canonical units ξ¯ and the βξ are in B. Example 4.2.4 shows clearly

(maybe, more clearly than existing examples) that we cannot discuss this away: There are

product systems of uniformly continuous CP-semigroups (even automorphism groups) on a

unital C∗–algebra whose generator cannot be written in CE-form.

• • •

Resumé. Notice that Theorem 5.4.1 is the first and the only time where we use the results

by Christensen and Evans [CE79] quoted in Appendix C (in particular, Lemma C.2). In

Sections 5.1 and 5.2 we reduced the proof of Theorem 5.4.2 to the problem to show existence

of a central unit among the (continuous) units of a type Isn product system. In fact, Lemma

5.1.1 together with Corollary 5.3.7 shows that existence of a central unit is equivalent to

Lemma C.2. With our methods we are also able to conclude back from the form (3.5.1) of a

generator to Lemma C.2, a result which seems not to be accessible by the methods in [CE79].

We summarize:

5.4.4 Theorem. The following statements are equivalent.

1. Bounded derivations with values in a von Neumann module are inner.

2. The generator of a normal uniformly continuous CP-semigroup on a von Neumann

algebra has CE-form.

3. The GNS-system of a normal uniformly continuous CP-semigroup on a von Neumann

algebra has a central unital unit.

If we are able to show existence of a central unit directly, then we will provide a new proof

of the results by Christensen and Evans [CE79]. We do not yet have concrete results into

that direction. But, we expect that a proof, if possible, should reduce the problem to the

application of one deep theorem (like the Krein-Milman theorem or an existence theorem for

solutions of quantum stochastic differential equations) and rather algebraic computations in

product systems. Also the order structure of CPD-semigroups, which we discuss in Appendix

A, could play an essential role.

We remark that the methods from Section 5.1 should work to some extent also for un-

bounded generators. More precisely, if E¯ is a product system with a central unital unit ω¯

such that the semigroups Uξ,ω in B have a reasonable generator (not in B, but for instance, a

closed operator on G, when B ⊂ B(G)), then this should be sufficient to split of a (possibly
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unbounded) completely positive part from the generator. It is far from being clear what a

“GNS-construction” for such unbounded completely positive mappings could look like (see,

for instance, the example from [LS01] mentioned in Remark 2.3.15). Nevertheless, the split-

ting of the generator alone, so far a postulated property in literature, would constitute a

considerable improvement.

6 Outlook

In these notes we defined type I product systems and we clarified the structure of type I

systems of von Neumann modules as being (up to isomorphism) time ordered systems. For

type I systems of Hilbert modules we know at least that they are (strongly dense) subsystems

of time ordered systems of von Neumann modules. Example 4.2.4 tells us that this may not

be improved without additional assumptions.

In Skeide [Ske01c] the category of spatial product systems of Hilbert modules is defined

as those which admit a central unital unit. It is shown that a spatial type I system of Hilbert

modules (a so-called completely spatial system) is isomorphic to a time ordered system IΓ¯(F )

for a two-sided Hilbert module F (unique up to isomorphism). Moreover, a spatial product

system contains a unique maximal completely spatial subsytem. The index of a spatial

system is defined as the two-sided module F of its maximal completely spatial subsystem

and a product of spatial product systems is provided, under which the index is additive

(direct sum).

So far, we have a theory of type Isn systems and of spatial type I systems which parallels

completely that of Arveson. A uniform definition of type I was possible, because the prop-

erties of a type I system do not depend on our choice of the generating set of continuous

units. (A simple multiplication by a non-measurable phase function shows that incompat-

ible choices are possible.) For more general product systems, those not of type I, it is no

longer possible to express continuity requirements just in terms of units. Presently, we are

working on a definition of continuous type II and type III systems; see Skeide [Ske03]. For

type II systems, where we fix a unital reference unit, our definition will be compatible with

that notion of a continuous section which comes from the embedding of all Et into the same

inductive limit E; see Section 4.4. Example 4.2.8 provides us with a type III system.

We see in the case of spatial systems that we have to distinguish between two different

types of units, such which are just continuous and central ones. Only in the case of von

Neumann modules the difference dissappears. We mention also a construction from Lieb-

scher [Lie03] which constructs from every Arveson system a type II Arveson system (with

index {0}). This construction promisses to work also for Hilbert modules and von Neumann

modules. Presently, we apply it starting from both time ordered systems and our type III

example.
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With any Arveson system there is an associated spectral C∗–algebra. Zacharias [Zac00a,

Zac00b] computed their K-theory and showed their pure infiniteness in the non-type III

case. Also here it is likely that the same methods work for spatial product systems of Hilbert

modules.

Appendix

A Morphisms and order

The goal of this appendix is to establish the analogue of Theorem 3.3.3 for the (strong closure

of the) GNS-system of a (normal) CPD-semigroup T on KS(B) for some von Neumann algebra

B. It is a straightforward generalization of the result for CP-semigroups obtained in Bhat and

Skeide [BS00] and asserts that the set of CPD-semigroups dominated by T is order isomorphic

to the set of positive contractive morphisms of its GNS-system. Then we investigate this order

structure for the time ordered Fock module with the methods from Section 5.2.

A.5 Definition. Let T be a CPD-semigroup in KS(B). By DT we denote the set of CPD-

semigroups S in KS(B) dominated by T, i.e. St ∈ DTt for all t ∈ T, which we indicate by

T ≥ S. If we restrict to normal CPD-semigroups, then we write Kn
S(B) and Dn

T, respectively.

Obviously, ≥ defines partial order among the CPD-semigroups.

A.6 Proposition. Let T ≥ S be two CPD-semigroups in KS(B). Then there exists a unique

contractive morphism v¯ =
(
vt

)
t∈T from the GNS-system E¯ of T to the GNS-system F¯ of

S, fulfilling vtξ
σ
t = ζσ

t for all σ ∈ S.

Morever, if all vt have an adjoint, then w¯ =
(
v∗t vt

)
t∈T is the unique positive, contractive

endomorphism of E¯ fulfilling Sσ,σ′
t (b) = 〈ξσ

t , wtbξ
σ′
t 〉 for all σ, σ′ ∈ S, t ∈ T and b ∈ B.

Proof. This is a combination of the construction in the proof of Lemma 3.3.2 (which asserts

that there is a family of contractions v̆t from the Kolmogorov decomposition Ĕt of Tt to the

Kolmogorov decomposition F̆t of St) and arguments like in Section 4.3. More precisely,

denoting by βT
ts, i

T
t and βS

ts , i
S
t the mediating mappings and the canonical embeddings for

the two-sided inductive limits for the CPD-semigroups T and S, respectively, we have to

show that the mappings iSt v̆tĔt → Ft, where vt = v̆tn ¯ . . . ¯ v̆t1 (t ∈ Jt), define a mapping

vt : Et → Ft (obviously, contractive and bilinear). From

v̆s ¯ v̆t = v̆s`t (A.1)

we conclude βS
ts v̆s = v̆tβ

T
ts. Applying iSt to both sides the statement follows. Again from (A.1)

(and Remark 4.3.6) we find that vs ¯ vt = vs+t. Clearly, v¯ is unique, because we know the

values on a generating set of units. The statements about w¯ are now obvious.
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A.7 Theorem. Let E¯s

=
(
Et

)
t∈T be a product system of von Neumann B–B–modules Et,

and let S ⊂ U(E¯s

) ba a subset of units for E¯s

. Then the mapping O : w¯ 7→ Sw defined

by setting

(Sξ,ξ′
w )t(b) = 〈ξt, wtbξ

′
t〉

for all t ∈ T, ξ, ξ′ ∈ S, b ∈ B, establishes an order morphism from the set of contractive,

positive morphisms of E¯s

(equipped with pointwise order) onto the set Dn
T of normal CPD-

semigroups S dominated by T = U ¹ S. It is an order isomorphism, if and only if ES¯s

=

E¯s

.

Proof. If ES¯s

6= E¯s

, then O is not one-to-one, because the identity morphism wt = idEt

and the morphism p¯ =
(
pt

)
t∈T of projections pt onto ES

t

s
are different morphisms giving

the same CPD-semigroup Sw = Sp. On the other hand, any morphism w¯ for ES¯s

extends

to a morphism composed of mappings wtpt of E¯s

giving the same Schur semigroup Sw.

Therefore, we are done, if we show the statement for ES¯s

= E¯s

.

So let us assume that S is generating. Then O is one-to-one. It is also order preserving,

because w¯ ≥ w′¯ implies

(Sξ,ξ′
w )t(b)− (Sξ,ξ′

w′ )t(b) = 〈ξt, (wt − w′
t)bξ

′
t〉 = 〈

√
wt − w′

tξt, b
√

wt − w′
tξ
′
t〉 (A.2)

so that (Sw)t ≥ (Sw′)t in KS(B). By obvious extension of Proposition A.6 to von Neumann

modules, which guarantees existence of v∗t , we see that O is onto. Now let T ≥ S ≥
S′ with morphisms w¯ = O−1(S) and w′¯ = O−1(S′) and construct vt ∈ Ba,bil(E

s

t , F
s

t),

v′t ∈ Ba,bil(E
s

t , F
′s
t), and ut ∈ Ba,bil(F t, F ′s

t), for the pairs T ≥ S, T ≥ S′, and S ≥ S′,

respectively, as in Proposition A.6 and extension to the strong closures. Then by uniqueness

we have v′t = utvt. It follows wt−w′
t = v∗t (1−u∗t ut)vt ≥ 0. This shows that also O−1 respects

the order and, therefore, is an order isomorphism. (Observe that for the last conclusion (A.2)

is not sufficient, because the vectors bξtb
′ (ξ¯ ∈ S; b, b′ ∈ B) do not span Et.)

Observe that this result remains true, if we require that the morphisms respect some

subset of units like, for instance, the continuous units in the time ordered Fock module. We

investigate now the order structure of the set of (possibily unbounded) positive continuous

morphisms on IΓUc¯(F ). We will see that it is mirrored by the positivity structure of the cor-

responding matrices Γ ∈ Ba,bil(B⊕F ) where F is an arbitrary Hilbert B–B–module. Recalling

that by Lemma 2.1.9 positive contractions are dominated by 1, we find a simple criterion for

contractive positive morphisms as those whose matrix Γ is dominated (in Ba,bil(F )) by the

matrix Γ = (0
0

0
1) of the identity morphism.

A.8 Lemma. A (possibly unbounded) continuous endomorphism w¯ of IΓUc¯(F ) with the

matrix Γ = (γ
η

η∗
a ) is positive, if and only if it is self-adjoint and a is positive.
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Proof. w¯ is certainly positive, if it is possible to write it as a square of a self-adjoint

morphism with matrix ∆̂ =
(

1
δ
χ

0
1
0

0
χ∗
c

)
say (δ and c self-adjoint). In other words, we must have




1 0 0

γ 1 η∗

η 0 a


 =




1 0 0

δ 1 χ∗

χ 0 c







1 0 0

δ 1 χ∗

χ 0 c


 =




1 0 0

2δ + 〈χ, χ〉 1 χ∗ + (cχ)∗

χ + cχ 0 c2


 .

This equation can easily be resolved, if a ≥ 0. We put c =
√

a. Since c ≥ 0 we have 1+c ≥ 1

so that 1 + c is invertible. we put χ = (1 + c)−1η. Finally, we set δ = γ−〈χ,χ〉
2

(= δ∗). Then

∆̂ determines a self-adjoint endomorphism whose square is w¯.

On the other hand, if w¯ is positive, then Γ is self-adjoint and the generator Lw of the

CPD-semigroup Sw is conditionally completely positive definite. For Lw we find (rewritten

conveniently)

L(β,ζ),(β′,ζ′)
w (b) = 〈ζ, baζ ′〉+ b

(〈η, ζ ′〉+ β′ + γ
2

)
+

(〈ζ, η〉+ β∗ + γ
2

)
b.

For each ζ ∈ F we choose β ∈ B such that 〈ζ, η〉+ β∗ + γ
2

= 0. Then it follows as in Remark

5.3.9 (ζ = 0 ∈ F ) that the kernel b 7→ 〈ζ, baζ ′〉 on F is not only conditionally completely

positive definite, but completely positive definite. This implies that a ≥ 0.

A.9 Remark. By applying the lemma to the endomorphism with matrix ∆̂, we see that it

is positive, too.

A.10 Lemma. For two self-adjoint possibly unbounded morphisms w¯ and v¯ with matrices

Γ = (γ
η

η∗
a ) and ∆ =

(
δ
χ

χ∗
c

)
, respectively, we have w¯ ≥ v¯, if and only if Γ ≥ ∆ in Ba,bil(B⊕

F ).

Proof. By Theorem A.7 and Lemma 3.4.12 we have w¯ ≥ v¯, if and only if Sw ≥ Sv, if

and only if Lw ≥ Lv. By Equations (5.2.2) and (5.2.4) we see that in the last infinitesimal

form Lw − Lv, only the difference Γ − ∆ enters. Furthermore, evaluating the difference of

these kernels at concrete elements ξ¯(β, ζ), ξ¯(β′, ζ ′), the β, β′ do not contribute. Therefore,

it is sufficient to show the statement in the case when ∆ = 0, i.e. w¯ dominates (or not)

the morphism v¯ which just projects onto the vacuum, and to check completely positive

definiteness only against exponential units. We find

∑
i,j

b∗i (Lw−Lv)
(0,ζi),(0,ζj)(a∗i aj)bj =

∑
i,j

b∗i
(
〈ζi, a

∗
i ajaζj〉+ 〈ζi, a

∗
i ajη〉+a∗i aj〈η, ζj〉+a∗i ajγ

)
bj

=
∑
i,j

〈aiζibi, aajζjbj〉+ 〈aiζibi, η〉ajbj + (aibi)
∗〈η, ajζjbj〉+ (aibi)

∗γajbj = 〈Z, ΓZ〉,

where Z =
∑
i

(aibi, aiζibi) ∈ B⊕F . Elements of the form Z do, in general, not range over all

of B ⊕ F . However, to check positivity of Γ with (ζ, β) ∈ B ⊕ F we choose ζ1 = λζ, ζ2 = 0,

a1 = a2 = 1, and b1 = 1
λ
, b2 = β. Then Z → (β, ζ) for λ →∞. This means that Lw−Lv ≥ 0,

if and only if Γ(= Γ−∆) ≥ 0.
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A.11 Corollary. The set of contractive positive continuous morphisms of IΓ¯(F ) is order

isomorphic to the set of those self-adjoint matrices Γ ∈ Ba,bil(B⊕F ) with a ≥ 0 and Γ ≤ (
0
0

0
1

)
.

It is possible to characterize these matrices further. We do not need this characterization.

B CPD-semigroups on KS(B) versus CP-semigroups on

B(HS) ⊗̄s B
In the proof of Theorem 5.1.2 we utilized the possibility to pass from a product system E¯

of B–B–modules to a product system Mn(E¯) of Mn(B)–Mn(B)–modules. Given a family

ξi¯ (i = 1, . . . , n) of units for E¯ we defined the diagonal unit Ξ¯ for Mn(E¯) with diagonal

entries ξi¯.

We remark that Ξ¯ is generating for Mn(E¯), if and only if the set S = {ξ1¯, . . . , ξn¯} is

generating for E¯. In this case TΞ(B) = 〈Ξt, BΞt〉 is a CP-semigroup on Mn(B) whose GNS-

system is Mn(E¯). Moreover, TΞ is uniformly continuous, if and only if the CPD-semigroup

U(E¯) ¹ S is (and the same holds for normality, if B is a von Neumann algebra). We

may apply Theorem 5.4.1 to TΞ and obtain that the GNS-system of Mn(B)–Mn(B)–modules

is isomorphic to a time ordered product system. Taking into account that as explained

in Section 2.2 a product system of Mn(B)–Mn(B)–modules is always of the form Mn(Et)

where the Et form a product system, we obtain that the two discriptions are interchangable.

Specifying that, on the one hand, we look at product systems generated by not more than n

units and, on the other hand, that we look only at CP-semigroups on Mn(B) and units for

Mn(E¯) which are diagonal, we obtain that the analogy is complete.

This way to encode the information of a CPD-semigroup into a single CP-semigroup is

taken from Accardi and Kozyrev [AK01] which was also our motivation to study completely

positive definite kernel and Schur semigroups of such. In [AK01] the authors considered only

the case of the product system of symmetric (i.e. time ordered) Fock modules (see Skeide

[Ske98]) Γs¯(
L2(R+, B(G))

) ∼= IΓs¯(B(G)), where two central exponential units, namely,

the vacuum plus any other, are generating. They were lead to look at CP-semigroups on

M2(B(G)). (Notice that in our case we have even interesting results with a single generating

unit.) What we explained so far is the generalization to n generating units (in the case of

B = B(G) already known to the authors of [AK01]).

Now we want to extend the idea to generating sets S containing an arbitrary number

of units. It is good to keep the intuitive idea of matrices, now of infinite, even possibly

uncountable, dimension. Technically, it is better to change the picture from matrices Mn(E)

to exterior tensor products Mn ⊗ E as explained in Section 2.2. Now the diagonal unit Ξ¯

should have infinitely many entries. For that we must be able to control the norm of each

entry. Some sort of continuity should be sufficient, but as we want to control also the norm
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of the generator, we restrict to the uniformly continuous case.

Let S be a set of continuous units for IΓs¯(F ) and denote by HS the Hilbert space with

ONB
(
eξ

)
ξ¯∈S

. We have

L2(R+,B(HS) ⊗̄s F ) = L2(R+) ⊗̄s (B(HS) ⊗̄s F )

= B(HS) ⊗̄s (L2(R+) ⊗̄s F ) = B(HS) ⊗̄s L2(R+, F ),

where B(HS) ⊗̄s F and, henceforth, L2(R+,B(HS) ⊗̄s F ) is a von Neumann B(HS) ⊗̄s B–

B(HS) ⊗̄s B–module see Section 2.2. Consequently, we find

B(HS) ⊗̄s IΓs¯(F ) = IΓs¯(B(HS) ⊗̄s F ).

A continuous unit ξ¯(B,Z) (B ∈ B(HS) ⊗̄s B, Z ∈ B(HS) ⊗̄s F ) is diagonal (in the matrix

picture), if and only if B and Z are diagonal. A diagonal unit ξ¯(B, Z) is strongly generating

for IΓs¯(B(HS) ⊗̄s F ), if and only if the set {ξ¯(β, ζ)} running over the diagonal entries of

ξ¯(B,Z) is strongly generating for IΓs¯(F ).

Can we put together the units from S to a single diagonal unit? In order that a family(
aξ

)
ξ∈S

of elements in B (in F ) defines (as strong limit) an element in B(HS) ⊗̄s B (in

B(HS) ⊗̄s F ) with entries in the diagonal, is it necessary and sufficient that it is uniformly

bounded. This will, in general, not be the case. However, as long as we are only interested

in whether S is generating or not, we may modify S without changing this property. By

Observation 5.3.5 we may forget completely about the parameters βξ. Moreover, for the

condition in Theorem 5.3.2 the length of the ζξ is irrelevant (as long as it is not 0, of course).

We summarize.

B.1 Theorem. Let T be a normal uniformly continuous CPD-semigroup on S in KS(B).

Then there exists a normal uniformly continuous CP-semigroup T on B(HS) ⊗̄s B such that

the GNS-system (of von Neumann modules) of T is B(HS) ⊗̄s E¯s

where E¯s

is the GNS-

system (of von Neumann modules) of T.

So far, we considered diagonal units for the time ordered Fock module IΓs¯(B(HS) ⊗̄s F ).

Of course, ξ¯(B, Z) is a unit for any choice of B ∈ B(HS)⊗̄sB and Z ∈ B(HS)⊗̄sF . The off-

diagonal entries of such a unit fulfill a lot of recursive relations. In the case of Hilbert spaces

(B = C) and finite sets S (B(HS) = Mn) we may hope to compute ξ¯(B, Z) explicitely. This

should have many applications in the theory of special functions, particularly those involving

iterated integrals of exponential functions.

C Generators of CP-semigroups

C.1 Definition. Let A be a unital Banach algebra and T = R+ or T = N0. A semigroup in

A is a family T =
(
Tt

)
t∈T of elements Tt ∈ A such that T0 = 1 and TsTt = Ts+t. If A = B(B)
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is the algebra of bounded operators on a Banach space B (with composition ◦ as product),

then we say T is a semigroup on B.

A semigroup T =
(
Tt

)
t∈R+

in A is uniformly continuous, if

lim
t→0

‖Tt − 1‖ = 0.

If B is itself a Banach space of operators on another Banach space (for instance, if B is a

von Neumann algebra), then T is strongly continuous, if t 7→ Tt(b) is strongly continuous in

B for all b ∈ B.

The form of generators of uniformly continuous CP-semigroups was found by Christensen-

Evans [CE79] for arbitrary, even non-unital, C∗–algebras B. We quote the basic result

[CE79, Theorem 2.1] rephrased in the lanuguage of derivations with values in a pre-Hilbert

B–B–module F , i.e. a mapping d : B → F fulfilling

d(bb′) = bd(b′) + d(b)b′.

Then we repeat the cohomological discussion of [CE79] which allows to find the form of the

generator in the case of von Neumann algebras.

C.2 Lemma. Let d be a bounded derivation from a pre–C∗–algebra B (⊂ Ba(G)) to a pre-

Hilbert B–B–module F (⊂ Ba(G,F ¯ G)). Then there exists ζ ∈ spans d(B)B (⊂ F
s ⊂

B(G,F ¯G)) such that

d(b) = bζ − ζb. (C.1)

Observe that spans d(B)B is a two-sided submodule of F
s
. Indeed, we have bd(b′) =

d(bb′)− d(b)b′ so that we have invariance under left multiplication.

Recall that a derivation of the form as in (C.1) is called inner, if ζ ∈ F . Specializing to a

von Neumann algebra B we reformulate as follows.

C.3 Corollary. Bounded derivations from a von Neumann algebra B to a von Neumann

B–B–module are inner (and, therefore, normal).

Specializing further to the von Neumann module B, we find the older result that bounded

derivations on von Neumann algebras are inner; see e.g. [Sak71].

In the sequel, we restrict to normal CP-semigroups on von Neumann algebras. As an

advantage (which is closely related to self-duality of von Neumann modules) we end up with

simple statements as in Corollary C.3 instead of the involved ones in Lemma C.2. The more

general setting does not give more insight (in fact, the only insight is that satisfactory results

about the generator are only possible in the context of von Neumann algebras), but just

causes unpleasant formulations.
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C.4 Theorem. [CE79]. Let T be a normal uniformly continuous CP-semigroup on a von

Neumann algebra B with generator L. Then there exist a von Neumann B–B–module F , an

element ζ ∈ F , and an element β ∈ B such that L has the Christensen-Evans form (3.5.1).

Moreover, the strongly closed submodule of F generated by the derivation d(b) = bζ − ζb is

determined by L up to (two-sided) isomorphism.

Proof. We proceed similarly as for the GNS-construction, and try to define an inner product

on the B–B–module B ⊗ B with the help of L. However, since L is only conditionally

completely positive, we can define this inner product not for all elements in this module,

but only for those elements in the two-sided submodule generated by elements of the form

b⊗ 1− 1⊗ b. This is precisely the subspace of all
∑
i

ai ⊗ bi for which
∑
i

aibi = 0 with inner

product 〈∑
i

ai ⊗ bi,
∑

j

aj ⊗ bj

〉
=

∑
i,j

b∗iL(a∗i aj)bj. (C.2)

We divide out the length-zero elements and denote by F the strong closure.

By construction, F is a von Neumann B–B–module and it is generated as a von Neumann

module by the bounded derivation d(b) = (b⊗1−1⊗ b)+NF . By Corollary C.3 there exists

ζ ∈ F such that d(b) = bζ − ζb. Moreover, we have

L(bb′)− bL(b′)− L(b)b′ + bL(1)b′ = 〈ζ, bb′ζ〉 − b〈ζ, b′ζ〉 − 〈ζ, bζ〉b′ + b〈ζ, ζ〉b′

from which it follows that the mapping D : b 7→ L(b) − 〈ζ, bζ〉 − b(L(1)−〈ζ,ζ〉)+(L(1)−〈ζ,ζ〉)b
2

is a

bounded hermitian derivation on B. Therefore, there exists h = h∗ ∈ B such that D(b) =

ibh− ihb. Setting β = L(1)−〈ζ,ζ〉
2

+ ih we find L(b) = 〈ζ, bζ〉+ bβ + β∗b.

Let F ′ be another von Neumann module with an element ζ ′ such that the derivation

d′(b) = bζ ′ − ζ ′b generates F ′ and such that L(b) = 〈ζ ′, bζ ′〉 + bβ′ + β′∗b for some β′ ∈ B.

Then the mapping d(b) 7→ d′(b) extends as a two-sided unitary F → F ′, because the inner

product (C.2) does not depend on β.
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Facoltà di Economia, Dipartimento S.E.G.e S., Università degli Studi del Molise, Via de Sanctis,
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